The electrical conductivity of the oceanic upper mantle
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SUMMARY
Previous inversions of sea-floor magnetotelluric (MT) sounding data have predicted upper mantle electrical conductivities which are more than an order of magnitude higher than laboratory measurements of the conductivity of olivine would suggest, and controlled source-field electromagnetic (CSEM) soundings require a lithospheric mantle conductivity of $3 \times 10^{-3}$ Sm$^{-1}$, which is so low that the electromagnetic (EM) coast effect would produce more anisotropy in MT soundings than is observed. We address these issues by constructing an olivine mantle model for conductivity and examining the inversion of MT data from three sea-floor sites, and show that the incompatibilities can be largely resolved if the effects of oceans and coastlines are considered. Our mantle model is based on recent measurements of olivine conductivity, the conductivity of tholeiite melt, a thermal model for the upper mantle based on lithospheric cooling and the temperature of o+$\alpha$+$\beta$ olivine transition, the pyrolite model of mantle petrology, and conductivities derived from CSEM sounding. We propose Archie's Law with exponent 2 and interconnected tubes as realistic lower and upper bounds for the effect of partial melt on rock conductivity, and Archie's Law with exponent 1.5 as the preferred estimate. The 1-D forward response of this model is not compatible with observed sea-floor MT data. Three data sets presented by Oldenburg (1981) pass a test for one-dimensionality based on the size of the residuals when fit with Parker's D⁺ algorithm, but two of the three soundings fail a test for independence of residuals. We also find that the presence of the upper mantle 'high-conductivity zone' previously inferred from these data is highly dependent on data misfit and not required when the misfit criterion is relaxed a reasonable amount. Re-inversions of the MT data produce models which are incompatible with our petrological model of mantle conductivity. However, by adding an ocean with various coastlines of simple geometry to our petrological model and solving the forward 3-D problem using thin-sheet analysis we predict MT responses which are distorted in a manner that is remarkably similar to the observed data.

Key words: electrical conductivity, oceanic upper mantle, 1-D inversion, sea-floor magnetotellurics, thin-sheet 3-D modelling.

INTRODUCTION
The electrical conductivity of mantle materials depends on temperature, mineralogy and fluid content, and so conductivity is an important parameter in the study of the thermal and structural evolution of oceanic lithosphere. There are three sources of information on the conductivity of the oceanic upper mantle: (1) measurements of the conductivity of mantle materials made in the laboratory; (2) MT soundings made on the sea-floor using Earth's natural magnetic field as a source; and (3) EM soundings made on the sea-floor using a controlled source-field. In this paper we attempt to establish the extent to which results from all three methods are consistent. On first inspection there is little agreement; laboratory measurements of olivine conductivity imply that the conductivities inferred from the MT studies require very high temperatures or large fractions of partial melt, and the very resistive uppermost mantle conductivity of mantle materials made in the laboratory; (2)
inferred from CSEM experiments would suggest an extremely persistent coast effect which would produce more anisotropy in MT soundings than is generally observed. We do not wish to review all this literature and will cite the relevant work as we proceed through the analysis. The reader is referred to a recent review by Constable (1990).

Our paper is presented in three sections. In the first section, we review laboratory measurements on olivine, the major constituent of the upper mantle, as well as petrological and thermal models of the oceanic mantle, and use these to make predictions of temperature, melt fraction and upper mantle electrical conductivity as a function of depth and age. In the second section, we take three typical sea-floor MT soundings and examine them carefully using modern 1-D inversion techniques to find realistic models of conductivity structure. Finally, we use a thin-sheet modelling algorithm to quantify the level of distortion on the MT fields that would be expected in an ocean basin whose lithospheric conductivity is determined by the laboratory and CSEM studies.

1 PREDICTIONS FROM LABORATORY DATA

1.1 Introduction

Estimates of upper mantle conductivity based on laboratory data are important in the interpretation of electrical soundings for three reasons.

First, in the ideal case where the conductivity structure of the upper mantle can be determined uniquely from EM sounding data, the laboratory data can be used to infer the physical properties of the upper mantle, such as temperature and melt fraction. In the more realistic case, bounds on conductivity can be converted to bounds on physical properties.

The second reason arises from the non-uniqueness of the EM inversion problem. The decisions as to what models are geologically realistic are often carried out in an ad hoc manner. For example, 1-D inversion of MT data may result in conductivity structures which are entirely consistent with the observations, but which are geologically unlikely, such as the discrete finite conductance delta functions of Parker's (1980) D⁺ model. Few researchers would accept this as a geologically reasonable model of Earth, yet are less critical in accepting the output from other modelling schemes. Apart from providing an indication of the geological feasibility of models generated to fit sounding data, the inclusion of laboratory information can be used to reduce the non-uniqueness of the problem. For example, in a marine CSEM sounding, Cox et al. (1986) constrained mantle conductivity below 20 km depth using laboratory measurements of olivine conductivity in order to obtain better resolution above 20 km.

Finally, EM sounding data can be used to test the hypotheses generated by the laboratory experiments. That is, the EM response of conductivity models derived from laboratory data may be tested for compatibility with the sounding data. Alternatively, a class of inversion methods exists which generates the model closest to the a priori model and which is compatible with the data (e.g. Parker, Shure & Hildebrand 1987).

Before we investigate these ideas, we first need to determine realistic models of electrical conductivity structure of oceanic upper mantle, independently of MT sounding data, by using laboratory conductivity data and other geophysical and petrological information. Unfortunately, the uncertainty in the range of petrological models is large. We will argue that the different models of chemical composition of the upper mantle are not a major factor in determining the conductivity structure. Of far greater importance is the presence of a region of partial melt or volatiles which has been used to explain the seismic low-velocity zone/electrical high-conductivity zone (Oldenburg 1981; Sato, Selwyn-Sacks & Murase 1989). Most geotherm models of the oceanic lithosphere (e.g. Parson & Slater 1977) are shown to be consistent with a region of partial melt, where the width and depth of the zone are a function of age of the oceanic lithosphere, but the fraction of partial melt is less well-constrained.

1.2 Geothermal models

The construction of suitable geotherms for Earth is not straightforward, as Earth's thermal structure is poorly understood. In this analysis, simple modelling procedures are used, dividing the upper mantle into a non-viscous thermal lithosphere in which the dominant mode of heat-flow is conduction, and a convective region extending beneath the thermal lithosphere into Earth.

Simple models of a cooling half-space (Parker & Oldenburg 1973) and rigid plate (McKenzie 1967; Parson & Slater 1977) have been advanced to explain the approximately linear relationship between the ocean depth and the square root of age, for sea-floor ages up to 100 Ma (Marty & Cazenave 1989). For older sea-floor, the depth and the heat-flow observations appear to decay exponentially to constant values. Parson & Slater (1977) show that the cooling plate model is consistent with bathymetry and to a lesser extent heat-flow data for a wide range of sea-floor ages; their analysis permits an inversion of bathymetry to give the model parameters of plate thickness, temperature at the base of the plate and thermal expansion coefficient. Comparison of these parameters for the north Pacific and the north Atlantic agree within experimental uncertainties (Table 1) and we choose to use Pacific values simply because the MT soundings discussed later are from this region. The temperature distribution in the lithospheric plate may be calculated using a 1-D heat-flow approximation (Parson & Slater 1977; equation 29) for ages of oceanic lithosphere ranging from 10 to 100 Ma, as shown in Fig. 1.

Beneath the thermal lithosphere, convection is the

Table 1. Plate model parameters determined by Parson & Slater (1977) for the North Pacific and the North Atlantic.

<table>
<thead>
<tr>
<th></th>
<th>Plate Thickness (km)</th>
<th>Plate Base Temp. (°C)</th>
<th>Thermal Expansion Coefficient (°C⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Pacific</td>
<td>125 ± 10</td>
<td>1333 ± 274</td>
<td>(3.28 ± 1.19) x 10⁶</td>
</tr>
<tr>
<td>North Atlantic</td>
<td>128 ± 10</td>
<td>1365 ± 276</td>
<td>(3.10 ± 1.11) x 10⁶</td>
</tr>
</tbody>
</table>
dominant mode of heat transfer through Earth (Stacey 1977a). The physics of a very large, slowly convecting fluid system places a lower bound on the temperature gradient, which is the adiabat. Stacey (1977a) showed that the temperature and density of an adiabatic system are simply related by the Gruneisen parameter \( \gamma \), and suggested values for \( \gamma \) of 0.8 and 1.0 for the upper and lower mantle respectively. The density–depth relationship for oceanic upper mantle can be derived from the PEM model of Earth (Dziewonski, Hales & Lapwood 1975). If the temperature at one point in Earth can be determined, the adiabatic temperature equation allows the temperature to be calculated at all other depths in the upper mantle. Seismological studies indicate a sharp change in density at depths varying from 370 to 420 km (e.g. Dziewonski & Anderson 1981). This is often attributed to the olivine (\( \alpha \)) to modified-spinel (\( \beta \)) phase transition (Ringwood 1982; Bina & Wood 1987), although other authors (Anderson & Bass 1986) suggest that the discontinuity may also be a chemical boundary. Extensive high-pressure and high-temperature experimental studies (Katsura & Ito 1989) and thermodynamic calculations (Akaogi, Ito & Navrotsky 1989) have examined the phase transition in \( (\text{Mg}_{0.95}\text{Fe}_{0.05})_2 \text{SiO}_4 \) and determined the pressure–temperature characteristics of the \( \alpha \rightarrow \alpha + \beta \) phase change. Although there is a large range of transition depths determined from seismic studies (which may indicate uncertainty in seismic velocity analysis or possible temperature heterogeneities), by adopting an average depth of 390 km for the \( \alpha \rightarrow \alpha + \beta \) phase change, Katsura & Ito (1989) and Akaogi et al. (1989) estimate a temperature of \(-1400^\circ\text{C}\) for the phase change at this depth. Other estimates of the temperature at the \( \alpha \rightarrow \alpha + \beta \) discontinuity tend, if anything, to be higher (e.g. Stacey 1977b; Chopelas 1991). Such temperatures require a marginally different thermal structure than used in our model, but have only slight effect on the resulting electrical conductivity model (cf. Duba 1976). An adiabatic geotherm with a Gruneisen parameter of 0.9 between the plate base temperature of 1333°C (see Table 1) and the temperature of 1400°C at the \( \alpha \rightarrow \alpha + \beta \) transition at 390 km has a temperature gradient of approximately 0.25°C km\(^{-1}\). This temperature gradient is greater than the adiabatic gradient estimated by Stacey but less than the value of 0.3°C km\(^{-1}\) calculated by Turcotte & Schubert (1982) for the convecting part of the upper mantle.

If the temperature associated with the \( \alpha \rightarrow \alpha + \beta \) phase transition is considered to be well-determined, then the modelled geotherms in Fig. 1 represent an upper bound on the temperature distribution in Earth between the extremes of \( 0^\circ\text{C} \) at 0 km and \( 1400^\circ\text{C} \) at 390 km. There is good agreement with other geothermal models calculated from seismic parameters (e.g. Brown & Shankland 1981; Sato et al. 1988), geochemical studies on equilibration temperatures of mantle xenoliths (e.g. Mercier & Carter 1975), high-pressure and high-temperature studies (e.g. Presnall et al. 1979; Presnall 1980) and equations of state (e.g. Stacey 1977b, Habese, Fujii & Uyeda 1970). However, the temperature distributions calculated by Oldenburg (1981) and Oldenburg, Whitall & Parker (1984) from electrical conductivity profiles on various ages of sea-floor show temperatures that are consistently greater than our model, particularly at depths less than 80 km.

1.3 Mantle composition and mantle solidus determination

The chemical composition of the upper mantle has been the subject of intense investigation. To account for the seismic low-velocity zone (Forsyth 1977), a region of partial melt has been postulated. In our analysis, the ‘pyrolite’ model of the Earth’s mantle is adopted (Ringwood 1975, 1982) although the eclogite model of Anderson (1982) is not substantially different above 220 km and it will be argued later that the differences between the pyrolite and eclogite models are not sufficient to change the electrical conductivity in a profound way.

Experimental evidence from Takahashi (1986) and Scarfe & Takahashi (1986) on a spinal lherzolite and garnet peridotite respectively indicate that the ‘dry’ (i.e. no \( \text{H}_2\text{O} \) or \( \text{CO}_2 \)) solidus is at a higher temperature than the geotherms shown in Fig. 1. Sato et al. (1989) argue that a dry upper mantle is supported by seismic evidence (Canas & Mitchell 1978) and thus the geotherm will remain lower than the solidus for ages of oceanic lithosphere greater than 40 Ma. If small fractions of \( \text{H}_2\text{O} \) and \( \text{CO}_2 \) are present, the position of the ‘wet’ mantle solidus can vary significantly. There is little agreement amongst petrologists as to the exact proportion of volatiles, but the percentages are likely to be small, of the order of 0.5 per cent or less. The reader is referred to the work of Kushiro, Syono & Akimoto (1968), Green & Liebermann (1976) and Ringwood (1975) for more discussion. Fig. 2(a) illustrates the form of the dry solidus and liquidus of a garnet peridotite determined by Scarfe & Takahashi (1986); the wet solidus for the mantle, reproduced from Ringwood (1975); the lower bound wet solidus for a mantle containing excess \( \text{H}_2\text{O} \), from Kushiro et
Figure 2. (a) The 'dry' mantle solidus curve of a garnet peridotite (Scarfe & Takahashi 1986) and the 'wet' solidus curve for a pyrolite mantle (Ringwood 1975) used in this paper to calculate the melt fraction and distribution. Also shown are the 'wet' solidus curve for a CO₂-saturated mantle (Wyllie 1977) and the 'wet' solidus curve for an H₂O-saturated mantle (Kushiro et al. 1968) which represents a lower bound of temperature for the onset of melting in the mantle. Solidus curves (dashed lines) are superimposed on geotherms (solid lines) from Fig. 1 for lithosphere 10–100 Ma. (b) The mantle solidus curve for the onset of melting of a pyrolite mantle (light dashed line) and percentages of melt as a function of temperature and depth (heavy dashed lines) estimated by Ringwood (1975). The percentage melt curves and the solidus are superimposed on geotherms (solid lines) from Fig. 1 for lithosphere 10–100 Ma.

Figure 3. Percentages of partial melt obtained in Fig. 2(b) from the intersection of the geotherms with the pyrolite mantle solidus.
the electrical conductivity inversions of Oldenburg et al. (1984) support this hypothesis.

The higher temperature at the base of the plate given by the uncertainty in Parson and Scalter's model of ~1600°C (see Table 1) is incompatible with the temperature at the \( \sigma \rightarrow \alpha + \beta \) transition, as long as negative temperature gradients in Earth, if they exist, are small. Negative temperature gradients are a matter of debate (Anderson 1982), but in this paper it is assumed they do not occur. If the lower temperature limit of ~1050°C (see Table 1) from Parson and Scalter's plate model is used in our model, the geotherms will still intersect the wet solidus, but the resulting percentages of partial melt are much smaller, less than 1 per cent, and the width of the partial melt zone is confined between 90–140 km. In this case, other factors must be used to explain the seismic attenuation at shallow depths in relatively young oceanic lithosphere. The thermal structure may differ slightly from that predicted by Parson and Scalter's cooling slab approximation over depths where the geotherms intersect the mantle solidus, but with only small fractions of melt (<5 per cent) in all but the youngest oceanic lithosphere, such deviations are expected to be small (e.g. Preshnall 1980). Finally, we note that the simple cooling model will not be reliable for sea-floor of age younger than about 10 Ma. In the region close to a ridge axis, dynamic models of mantle flow are required (Phipps Morgan & Forsyth 1988; Phipps Morgan 1991), and, in particular, melt fractions are likely to be less than the 30 per cent or so predicted from the cooling slab model of a pyrolite upper mantle.

1.4 Electrical conductivity of olivine and melt

Measurements of the electrical conductivity of olivine as a function of temperature have been made on single crystals (e.g. Duba, Heard & Schock 1974; Schock, Duba & Shankland 1989), on mono-mineralic olivine in the form of a dunite (e.g. Constable & Duba 1990) and on crushed and sintered olivine (e.g. Tyburczy & Roberts 1990). Constable and Duba (1990) present evidence that single crystal measurements can be applied to rocks which include grain boundaries and Constable, Shankland & Duba (1992) consider various data sets to produce a conductivity–temperature relationship for Standard Olivine 2 (SO2), given in equation (1). This expression is valid from 750°C to 1500°C, covering the range of temperatures typical of the upper mantle. In equation (1), \( k \) is Boltzmann's constant (\( k = 8.617 \times 10^{-5} \text{eV K}^{-1} \)), and \( T \) is temperature. We use the conductivity–temperature relationship for SO2 for our mantle model,

\[
\sigma = 10^2 \times 402 \text{e}^{-1.60 \text{eV} / k T} + 10^{0.17} \text{e}^{-4.25 \text{eV} / k T}.
\]  

San Carlos olivine, which is the basis of the Constable et al. (1992) model, has an iron content of approximately 8.9 per cent. Although the conductivity of olivine is highly dependent upon iron content (Omura, Kurita & Kumazawa 1989), there is little compelling evidence to suggest that the fraction of iron varies much in the pyrolite upper mantle: Ringwood (1982) estimates fractions of 10.4 per cent for pyrolite and 8.8 per cent for harzburgite. Given the small uncertainty in the iron content from petrological studies, and that San Carlos olivine is a mantle derived material, the San Carlos olivine conductivities are considered a reliable model for the upper mantle.

If the pyrolite model of upper mantle is adopted, then petrological estimates of the percentage of olivine range from 78 per cent for the residual harzburgite layer (6–30 km depth), 65 per cent for the residual lherzolite layer (30–40 km), and 57 per cent for the depleted pyrolite down to the \( \sigma \rightarrow \alpha + \beta \) discontinuity (Ringwood 1982). The principal accompanying minerals are orthopyroxene with smaller proportions of clinopyroxene and garnet. A higher proportion of olivine has been proposed by Bina & Wood (1987), who argue that an upper mantle containing 70 per cent olivine is required to satisfy \( P \) and \( S \) wave velocities at the \( \sigma \rightarrow \alpha + \beta \) discontinuity. The eclogite model of Anderson (1982) is not substantially different from the pyrolite model to a depth of 220 km. Below 220 km, Anderson argues that eclogite must be present to satisfy seismic and free-Earth oscillation observations. Duffy & Anderson (1989) calculate percentages of olivine in the eclogite model to be 40 per cent in the upper mantle, with 37 per cent clinopyroxene, 13 per cent garnet and 10 per cent orthopyroxene. The percentages of garnet and clinopyroxene in the eclogite layer are much higher than at corresponding depths in the pyrolite upper mantle.

Little is known of the electrical conductivity properties of upper mantle minerals other than for olivine. Measurements made by Duba, Boland & Ringwood (1973) on an orthopyroxene suggested that the conductivity was perhaps an order of magnitude less than that of olivine. Direct measurements on garnet are not available. Some measurements of a garnet peridotite have been made (Rai & Manghnani 1978) but these samples were crushed and sintered, a process which invariably seems to increase conductivity. It is unclear whether associated minerals will increase or decrease the conductivity of a perfect olivine mantle. However, Constable et al. (1992) demonstrate a remarkable agreement between the conductivities of a lherzolite xenolith and SO2, so that the purely olivine basis for our mantle model does not appear to be a problem.

Seismic velocity analysis suggests that the upper mantle is anisotropic, with a deformation-induced lattice preferred orientation of olivine concentrating in the direction of flow (Ribe 1989). The preferred orientation is parallel to the [100] axis, which is intermediate in conductivity between the directions of maximum ([001]) and minimum ([100]) conductivity. We therefore do not expect a strong conductivity signature from the anisotropy in olivine orientation in the upper mantle due to thermally activated conduction. However, we note that the mechanism proposed by Karato (1990) to enhance conductivity in the asthenosphere by allowing the passage of hydrogen ions through the olivine lattice in the [100] axis, will produce significant anisotropy in conductivity.

The implications of melt in the upper mantle are discussed below, but since models of mantle petrology exclude volatiles (Sato et al. 1988), and consequently involve no melt fraction away from the ridge-axis, we can present a model of mantle conductivity based entirely on the geotherm model in Fig. 1 and the conductivity–temperature relationship for SO2 in equation (1). Fig. 4 shows the electrical conductivity of the upper mantle under such conditions.
of partial melting of the Earth's mantle will occur at all ages for the petrological model chosen, even allowing for a drop in temperature at the base on the plate model. Tyburczy and Waff (1983) measured the electrical conductivity of molten tholeiite at pressures equivalent to a depth of 80 km. The dependence upon pressure drops rapidly above 10 kbars, but the residual harzburgite layer from 6 to 30 km depth.

Another common formulation is based on Archie's Law, later modified by Hermance (1979) to account for the finite efficiency of conduction, and so Archie's Law is applicable to fluids which are only partly interconnected; modifications invariably improve the efficiency of conduction, and so Archie's Law with an exponent of 2 is probably a realistic lower bound on electrical conductivity for a given porosity. There is evidence (Brace et al. 1965; Bulau, Waff & Tyburczy 1979; Toramaru & Fujii 1986; Fujii, Osamura & Takahashi 1986) that the dihedral angle for melt is smaller than that for other phases will enhance this conductivity to observed values. The upper part of 25 Ma lithosphere was estimated by Cox et al. (1986) from a CSEM experiment to have a resistivity-thickness product of the order of $10^9 \Omega m^2$, with a maximum conductivity of $3 \times 10^{-5} S m^{-1}$. Cox et al. (1986) use this conductivity to argue for the presence of volatiles, inferring an H$_2$O content of $\leq 0.1$ per cent by volume, in agreement with Ringwood's (1975) estimate from petrological studies. By limiting the upper mantle conductivity to the maximum value inferred from the CSEM experiment above,
Electrical conductivity of oceanic upper mantle

The conductivity of the oceanic crust and overlying sediments has been measured in situ by Becker et al. (1982) and from CSEM soundings by Nobes, Law & Edwards (1986) and by Evans et al. (1991) to be several orders of magnitude greater than the conductivity of the upper mantle beneath the Moho. Such high conductivities result from salt-water saturation of sediments and hydrothermal fluid percolation through the crust; the conductivity decreases with depth due to crack closure with increased lithostatic pressure. A thick layer of highly electrically conducting sediment has a significant effect on MT soundings (Wannamaker et al. 1989a), but the oceanic crust has almost negligible effect and cannot be resolved. As sea-floor sediment thickness across the Ocean basins is variable, and is not necessarily a function of sea-floor age (Parsons & Sclater 1977), ocean crust and sediments are not shown in Fig. 5.

Below the partial melt zone the conductivity rises gently with the adiabat to the (Y+ (Y+/?) transition zone at 390 km, where a sharper increase in temperature due to latent heat would occur. Navrotsky & Akaogi (1984) argue that over this transition there will be a temperature rise due to latent heat of phase transition superimposed on the adiabatic gradient, resulting in an overall rise in

Table 2. Resistivity-thickness (RT) product for ages of oceanic lithosphere ranging from 10 to 100 Ma, based on an estimate of $10^8 \Omega m^2$ by Cox et al. (1986) for lithosphere aged 25 Ma.

<table>
<thead>
<tr>
<th>Age (Ma)</th>
<th>RT ($\Omega m^2$)</th>
<th>Age (Ma)</th>
<th>RT ($\Omega m^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>$5.1 \times 10^8$</td>
<td>60</td>
<td>$1.63 \times 10^9$</td>
</tr>
<tr>
<td>20</td>
<td>$8.3 \times 10^8$</td>
<td>70</td>
<td>$1.78 \times 10^9$</td>
</tr>
<tr>
<td>30</td>
<td>$1.07 \times 10^9$</td>
<td>80</td>
<td>$1.91 \times 10^9$</td>
</tr>
<tr>
<td>40</td>
<td>$1.28 \times 10^9$</td>
<td>90</td>
<td>$2.02 \times 10^9$</td>
</tr>
<tr>
<td>50</td>
<td>$1.46 \times 10^9$</td>
<td>100</td>
<td>$2.12 \times 10^9$</td>
</tr>
</tbody>
</table>

Figure 5. The proposed electrical conductivity structure of the top 200 km of a pyrolite mantle containing a small percentage of volatiles, for lithosphere 10-100 Ma. Conductivities are expressed as log values. The conductivity of subsolidus mantle is derived from equation (1) for SO2, with the geothermal model shown in Fig. 1. Melt fractions, shown in Fig. 3, have an interconnection which is modelled by Archie's Law (equation 3) with an exponent of 1.5; the conductivity of a tholeiite melt is calculated from equation (2). The uppermost lithosphere has a minimum conductivity set at $3 \times 10^5 \text{Sm}^{-1}$ from evidence of CSEM soundings (Cox et al. 1986).

and combining SO2 conductivity, tholeiite melt conductivity with melt connectivity described by Archie's Law (equation 4), and the thermal model in Fig. 1, our best estimate of the electrical conductivity structure beneath the sea-floor as a function of age is shown in Fig. 5.

We note from Fig. 5 that thermally activated mineral conduction of olivine begins to dominate at depths varying from 30 to 90 km, implying a resistivity-thickness product ranging from $9.0 \times 10^8$ to $2.7 \times 10^9 \Omega m^2$ for oceanic lithosphere of age 10–100 Ma (Table 2), if Cox et al.'s bound of upper lithosphere conductivity $3 \times 10^{-5} \text{Sm}^{-1}$ is used. The conductivity of the oceanic crust and overlying sediments has been measured in situ by Becker et al. (1982) and from CSEM soundings by Nobes, Law & Edwards (1986) and by Evans et al. (1991) to be several orders of magnitude greater than the conductivity of the upper mantle beneath the Moho. Such high conductivities result from salt-water saturation of sediments and hydrothermal fluid percolation through the crust; the conductivity decreases with depth due to crack closure with increased lithostatic pressure. A thick layer of highly electrically conducting sediment has a significant effect on MT soundings (Wannamaker et al. 1989a), but the oceanic crust has almost negligible effect and cannot be resolved. As sea-floor sediment thickness across the Ocean basins is variable, and is not necessarily a function of sea-floor age (Parsons & Sclater 1977), ocean crust and sediments are not shown in Fig. 5.

Below the partial melt zone the conductivity rises gently with the adiabat to the (Y+ (Y+/?) transition zone at 390 km, where a sharper increase in temperature due to latent heat would occur. Navrotsky & Akaogi (1984) argue that over this transition there will be a temperature rise due to latent heat of phase transition superimposed on the adiabatic gradient, resulting in an overall rise in

Table 2. Resistivity-thickness (RT) product for ages of oceanic lithosphere ranging from 10 to 100 Ma, based on an estimate of $10^8 \Omega m^2$ by Cox et al. (1986) for lithosphere aged 25 Ma.

<table>
<thead>
<tr>
<th>Age (Ma)</th>
<th>RT ($\Omega m^2$)</th>
<th>Age (Ma)</th>
<th>RT ($\Omega m^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>$5.1 \times 10^8$</td>
<td>60</td>
<td>$1.63 \times 10^9$</td>
</tr>
<tr>
<td>20</td>
<td>$8.3 \times 10^8$</td>
<td>70</td>
<td>$1.78 \times 10^9$</td>
</tr>
<tr>
<td>30</td>
<td>$1.07 \times 10^9$</td>
<td>80</td>
<td>$1.91 \times 10^9$</td>
</tr>
<tr>
<td>40</td>
<td>$1.28 \times 10^9$</td>
<td>90</td>
<td>$2.02 \times 10^9$</td>
</tr>
<tr>
<td>50</td>
<td>$1.46 \times 10^9$</td>
<td>100</td>
<td>$2.12 \times 10^9$</td>
</tr>
</tbody>
</table>

Figure 6. Pseudo-sections of the log of apparent resistivity and phase as a function of log period, for lithosphere ranging from 10 to 100 Ma. Periods range from 100 to 100 000 s, which covers the bandwidth available for sea-floor MT soundings. The pseudo-sections are constructed from the forward modelled 1-D response of the upper mantle electrical conductivity structure shown in Fig. 5.
temperature of approximately 55°C. Experimental laboratory conductivity measurements have been made on β-spinel (Akimoto & Fujisawa 1965), but the results are probably not reliable (Duba 1976). However, a rise in conductivity to approximately 1 Sm⁻¹ averaged over the interval 400–670 km is a pervasive feature of all global conductivity profiles (Banks 1969, 1972; Campbell 1987). This conductivity, while not shown in Fig. 5, is included in the later thin-sheet models, as the sharp rise in conductivity has a significant effect on sea-floor MT soundings.

Fig. 6 shows the 1-D forward MT response of the upper mantle electrical structure shown in Fig. 5, as apparent resistivity and phase pseudo-sections. These are not true 2-D pseudo-sections, as they are compiled and contoured from 1-D forward calculations, but when the age scale in Fig. 5 is converted to length using typical half spreading-rates, a vertical exaggeration of ~10 is evident, making the 1-D approximation justified. Little variation in the MT response is seen in Fig. 6 as a function of age; even less variation occurs if the upper mantle is dry with no melt fraction beneath lithosphere away from the ridge-axis. Thus, from Fig. 6, we can see that differences in electrical conductivity structure which may be resolved using real sea-floor MT soundings (containing errors of the order of 5 per cent) are restricted to lithosphere younger than 40 Ma.

2 SEA-FLOOR MT SOUNDING DATA

2.1 Introduction

We will examine three sea-floor MT soundings presented by Oldenburg (1981), collected on 1 Ma ("JDF"), 30 Ma ("CAL") and 72 Ma ("NCP") lithosphere for compatibility with our petrological conductivity model. These are by no means the only sea-floor MT soundings available and their vintage prevents them from necessarily being of the best quality, but our objective is to illustrate principles of interpretation and obtain representative estimates of sea-floor conductivity as measured by the MT method. The tabulation of the data by Oldenburg, his own extensive examination of the inversion problem in Oldenburg (1981) and Oldenburg et al. (1984), a later re-interpretation of the data by Tarits (1986) and the span of lithospheric age makes them convenient for our purposes.

Oldenburg (1981) presented the argument that an observed peak in conductivity was associated with the seismic low-velocity zone and partial melting, and had a depth which depended on lithospheric age (from about 60 km for JDF to 200 km for NCP). In spite of a further examination by Oldenburg et al. (1984), (and also Tarits 1986) in which it was shown that such a simple and unambiguous interpretation was not possible, the concept of a peak in conductivity decreasing in magnitude and increasing in depth with increasing age fits so well with current models of lithospheric formation that it is generally and uncritically accepted as being true. Precise plots of 'depth to conductor' versus square root of age are often presented (e.g. Law 1983). We will show that the age dependence probably exists, but that it is not necessarily in the form that Oldenburg (1981) presented, and that the one-dimensionality of two of the three sites is questionable.

2.2 Tests for dimensionality

Until very recently, the usual approach to interpreting MT sounding data sought models which minimized the least-squares misfit between the model response and data. One-dimensional models were usually parametrized as layers or, in rare cases, continuous functions of conductivity with depth, and an iterative linearized approach was taken to finding the best-fitting model. However, Parker (1980) and Parker & Whaler (1981) showed that a model which minimized misfit was composed of delta functions of conductivity in an otherwise insulating half-space (they called this a D+ model). Since the least-squares minimizing model (D+) is not even in the same model space as those usually sought (layers, etc.), the models obtained from the usual least-squares methods owe as much to the construction of the model space as to the data being fitted. We are, perhaps, fortunate that D+ models are not physically reasonable, and so no one has been tempted to present one as a true model of Earth. The utility of D+ inversion lies in bounding the ability to fit a given set of data, and for testing the idea for compatibility with the assumption of one-dimensionality. We shall apply D+ to the MT data in question, as did Oldenburg et al. (1984).

Parker & Whaler's (1981) D+ approach is, strictly speaking, only valid if the data are represented as Schmucker's c values. MT data are most commonly represented as apparent resistivity and impedance phase, and Oldenburg (1981) presented the magnitude and phase of the admittance. In order to present our analysis we converted admittance to c. The estimation of errors is not trivial, and Oldenburg et al. (1984) used a Monte Carlo simulation to convert errors in admittance to errors in c. We used only the error on magnitude to generate equal errors on real and imaginary components of c, since the admittance phase and amplitude errors were generally consistent with the assumption of equal errors for the real and imaginary components, which would have been the error partitioning for the time series analysis of the original data. The soundings CAL and NCP were collected by J. H. Filloux of Scripps Institution of Oceanography, who has revised the calibration of the magnetometers used to collect these data, and accordingly we have multiplied Oldenburg's admittance amplitudes by 1.215 for these stations. The transformed data and new errors are presented in Table 3.

We measure misfit of model response to data as the square root of the mean of the squares (RMS) of the weighted residuals. That is, for N data \((d_1, d_2, \ldots, d_N)\) with errors \((e_1, e_2, \ldots, e_N)\) and model response \((\tilde{d}_1, \tilde{d}_2, \ldots, \tilde{d}_N)\), the RMS misfit is defined as

\[
\text{RMS} = \frac{1}{N} \sqrt{\sum_{i=1}^{N} \left(\frac{(d_i - \tilde{d}_i)^2}{e_i^2}\right)}.
\]

The expected value of the sum of squares, on the assumption of independent and Gaussian errors, is \(N\), and so the expected value of the RMS measure is 1, independent of the number of data.

The D+ misfits for JDF, CAL and NCP are RMS 0.752, 1.269 and 0.965, compared to 0.674, 0.816 and 0.935 presented by Oldenburg et al. (1984). The differences indicate the different approaches to error estimation. On the
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Table 3. The \( c \) values used for the data analysis presented in this paper, generated from the admittance data of Oldenburg (1981). Period is in seconds, real and imaginary parts of \( c \) and the errors are in metres. It is assumed that the error is equal for the two components of \( c \).

<table>
<thead>
<tr>
<th>Period (s)</th>
<th>JDF (1 Ma)</th>
<th>CAL (30 Ma)</th>
<th>NCP (72 Ma)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>real (m)</td>
<td>imag (m)</td>
<td>error (m)</td>
</tr>
<tr>
<td>897</td>
<td>52560</td>
<td>-22320</td>
<td>9137</td>
</tr>
<tr>
<td>1266</td>
<td>56830</td>
<td>-21830</td>
<td>6477</td>
</tr>
<tr>
<td>1807</td>
<td>69060</td>
<td>-35210</td>
<td>6477</td>
</tr>
<tr>
<td>2560</td>
<td>75420</td>
<td>-45340</td>
<td>7983</td>
</tr>
<tr>
<td>3614</td>
<td>100900</td>
<td>-51420</td>
<td>9584</td>
</tr>
<tr>
<td>5120</td>
<td>87620</td>
<td>-78920</td>
<td>14850</td>
</tr>
<tr>
<td>7228</td>
<td>145300</td>
<td>-113500</td>
<td>23640</td>
</tr>
<tr>
<td>10240</td>
<td>180100</td>
<td>-173900</td>
<td>53070</td>
</tr>
<tr>
<td>14460</td>
<td>149600</td>
<td>-97170</td>
<td>45630</td>
</tr>
<tr>
<td>17980</td>
<td>154900</td>
<td>-75610</td>
<td>59200</td>
</tr>
<tr>
<td>24990</td>
<td>207200</td>
<td>-105600</td>
<td>93860</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1869</td>
<td>109500</td>
<td>-53420</td>
</tr>
<tr>
<td></td>
<td>2093</td>
<td>78260</td>
<td>-34680</td>
</tr>
<tr>
<td></td>
<td>3243</td>
<td>101300</td>
<td>-47260</td>
</tr>
<tr>
<td></td>
<td>4737</td>
<td>117600</td>
<td>-59960</td>
</tr>
<tr>
<td></td>
<td>7200</td>
<td>135600</td>
<td>-63290</td>
</tr>
<tr>
<td></td>
<td>9474</td>
<td>143500</td>
<td>-73190</td>
</tr>
<tr>
<td></td>
<td>12414</td>
<td>177500</td>
<td>-82830</td>
</tr>
<tr>
<td></td>
<td>15652</td>
<td>202900</td>
<td>-86180</td>
</tr>
<tr>
<td></td>
<td>20000</td>
<td>243500</td>
<td>-99180</td>
</tr>
<tr>
<td></td>
<td>25352</td>
<td>267700</td>
<td>-108200</td>
</tr>
<tr>
<td></td>
<td>35294</td>
<td>332300</td>
<td>-101700</td>
</tr>
<tr>
<td></td>
<td>60000</td>
<td>413900</td>
<td>-95670</td>
</tr>
</tbody>
</table>

face of it, the soundings are all compatible with a 1-D model of conductivity; although our estimation of misfit for CAL exceeds the expected value, 1.269 is close to the 95 per cent confidence level, and so one would probably accept these data as 1-D. However, \( D^+ \) minimizes the Euclidean 2-norm \((L_2)\) of the misfit, and the use of the RMS statistic to test this number assumes both Gaussian and independent data errors. Thus, a full test of one-dimensionality using \( D^+ \) should include a test of the residuals for normality and independence. By inspection of Fig. 7, only JDF has residuals that do not exhibit serial correlation (i.e. lack of independence). A rigorous test for independence of residuals is given by Crow, Davis & Maxfield (1960). Defining a run as an unbroken series of residuals which are either all positive or all negative, then the number of runs in a residual data set is a function of the correlation of the residuals (Crow et al. 1960, pp. 83–85). Applying the runs test to three MT soundings shows JDF residuals to be random, CAL to be non-random, and NCP to be borderline (residuals with this pattern of signs would only be generated 5–10 per cent of the time). It is interesting to note that the general form of the residuals is similar for both CAL and NCP (a dip in the imaginary component at about 10000 s followed by a steady increase, and a steady decline in the real component with increasing period). This suggests that a similar source-field contamination or other distortion might be common to both soundings.

It is interesting to consider the implications of serial correlation in residuals from \( D^- \) for other inversions of the data. \( D^- \) minimizes the \( L_2 \) norm of the residuals, not their serial correlation, and so optimization for independence of residuals will produce models different from those produced by \( D^+ \) inversions, although probably similarly rough. However, relaxation of misfit to produce maximally smooth models inevitably increases serial correlation in residuals as the inversion scheme expends the misfit budget selectively to achieve a smooth model (Constable, 1991). We note

Figure 7. Weighted residuals after fitting \( D^+ \) models to the three sea-floor MT data sets expressed as Schmucker's \( c \) values, as given in Table 3. The triangles are the real component residuals and the octagons are the imaginary. Trends spanning a decade of period are evident in both real and imaginary residuals for CAL and NCP, while JDF residuals appear uncorrelated.
therefore that if residuals from \( D^+ \) are not independent, they are not likely to be independent when other presently available inversion methods are used.

Using a Kolmogorov–Smirnov test, the distribution of the JDF weighted residuals is indistinguishable from Gaussian. The mean is 0.01, and since the standard deviation of the mean is 0.16 they must also be considered zero mean. Our last question is the matter of magnitude. They are, on average, 0.75 in size, as the \( D^+ \) misfit has already indicated. The expected value is 1.0, but we would expect \( D^+ \) to fit better than the expected value. To find out just how much better \( D^+ \) will fit this data set we have conducted a simulation, described below.

### 2.3 Introducing a simulation

We have generated 18 data sets, with noise, from a fixed model and performed a \( D^+ \) inversion on all of them. The model comprises two layers; 100 \( \Omega \text{m} \) decreasing to 1 \( \Omega \text{m} \) at a depth of 300 km. We shall see that this is similar to the underlying character of models which fit the real data. The data were computed at 12 periods between 1500 and 100 000 s, again similar to the real data in question. Eighteen different realizations of 10 per cent noise were applied to the data, and were inverted using the \( D^+ \) algorithm. The resulting misfits varied between 0.67 and 1.01, with a mean of 0.8 and a standard deviation of 0.1. Thus an overfit to RMS 0.75 for JDF does not seem inconsistent with the assumption that the errors have been well estimated. It is interesting to note that one of the realizations has a misfit which exceeds the expected value of RMS 1.0. From a statistical perspective this is not at all surprising, but from the data gatherer’s and interpreter’s point of view it is a sobering reminder that even objective statistical guidelines for data analysis will only be appropriate on average, and may fail for the occasional data set.

It appears that the JDF data are totally consistent with the usual assumptions of one-dimensionality and well-estimated, zero mean, independent, Gaussian errors. The smoothest (in the sense of the integrated \( L_2 \)-norm of first derivative) model which has the expected misfit of RMS 1.0 (Constable, Parker & Constable 1987) is shown as the broken line in Fig. 8, and is our preferred model for these data. A peak in conductivity (trough in resistivity) is barely perceptible at 70 km depth. Some authors (e.g. Oldenburg et al. 1984; Smith & Booker 1988) prefer to consider fits at the 95 per cent confidence level, which in this case is RMS 1.24, by which stage nearly all structure has disappeared, leaving only a factor of three increase in conductivity at about 30 km depth. Thus we see that the peak in conductivity, accepted for many years as an intrinsic feature of the oceanic lithosphere, is not required by an objective interpretation of the JDF sounding. It should be made quite clear that we have not disproved the existence of a high-conductivity zone, as we cannot know what the true misfit for the JDF sounding is nor how much structure is actually present in Earth, but only that it is not a required feature of the upper mantle for the purposes of interpreting these data.

We have shown that the soundings CAL and NCP are not consistent with our assumptions regarding noise and dimensionality, and so a similarly objective interpretation cannot be made for these data. In particular, we cannot assume that a fit to RMS equal to 1.0 is at all significant for them. On the other hand, many practitioners of the MT method would support the idea that an approximation to an average 1-D structure is recoverable from data that do not have independent Gaussian errors and/or are mildly distorted by higher dimensional structure. With this philosophy in mind, and in order to illustrate some aspects of MT interpretation, data from CAL and NCP are subjected to 1-D inversion. We hope, however, that the reader will bear in mind that only JDF is fully compatible with the assumption of one-dimensionality.

Our simulation suggested that \( D^+ \) overfit 1-D by about 1.25. Using \( D^+ \) as an index of data quality, we will consider the smooth inversions which fit to RMS 1.0, 1.6 and 1.2 for JDF, CAL and NCP as preferred models for these data sets. These models are plotted in Fig. 9 along with the laboratory predictions developed in the previous section. While one would not expect an MT experiment to be sensitive to the low conductivities predicted for depths above 50 km, it is apparent that the MT derived conductivities are systematically higher than one would expect from studies of olivine conductivity, at all depths. In the next section we consider the coast effect as a possible reason for this bias.
interpreted as a region of partial melting, and melt fractions were computed from the peak conductivities. However, the al.

2.4 The significance of the conductivity peak

Oldenburg's interpretation of all three soundings featured a peak in conductivity at around 100 km, with depth increasing with age. This high-conductivity zone was interpreted as a region of partial melting, and melt fractions were computed from the peak conductivities. However, the development of smooth inversion algorithms (Constable et al. 1987; Smith & Booker 1988) has shown that the size of peaks in conductivity for 1-D models increases with decreasing data misfit. In the extreme, the D⁺ models, which fit the data best of all in an L² sense, have infinite peaks in conductivity in an otherwise infinitely resistive Earth. Thus, peak conductivity and associated peak melt fraction will be a function of data misfit. This is illustrated in Fig. 8 for the three MT examples, where we have used the algorithm of Constable et al. (1987) to generate maximally smooth models which fit the data between about 1.02 and 1.5 times the D⁺ misfit. Not only the magnitude of the peak, but also its existence, depends on what level of misfit is chosen to be appropriate.

Fig. 8 also illustrates some other points of MT interpretation. The transition between a poorly fitting smooth model and one approximating the D⁺ models is not necessarily well behaved or predictable. Thus we see in the CAL models that at 200 km a conductivity trough becomes a peak in conductivity as the RMS misfit is decreased. In NCP models the depth of the shallow peak in conductivity migrates with misfit. Smith & Booker (1988) argue that D⁺ delta functions smoothed through Backus–Gilbert resolving kernels yield a good approximation to the smooth models. However, we have shown in Fig. 8 that the peaks do not necessarily form at all the positions of the D⁺ conductance spikes.

Although the magnitude of the conductivity peak is clearly dependent on misfit, even the existence of a region in the mantle that has a higher conductivity than shallower and deeper material would be significant, so we would like to know whether a peak exists at all. It might be that the conductivity peaks are in fact fitting noise in the data, rather than structure. To examine this possibility we use the simulated data introduced above, which have been manufactured under ideal conditions of model dimensionality and noise statistics. We have fit smooth models to all but one of the simulated data sets to yield a misfit of 1.0. These models yield an accurate, but smoothed, reproduction of the true starting model. If the exercise is repeated with a misfit of 1.05 times that produced by D⁺, about half these models feature structure which differs greatly from the starting model. The eight most 'interesting' overfitting models are shown in Fig. 10, along with the corresponding models which fit to RMS 1.0. The overfit models include an assortment of conductivity peaks between 30 km and 150 km depth. We know that all these peaks are a result of fitting noise in the data, yet a comparison between Figs 8 and 10 shows that the simulation reproduces the features observed in the better fitting data models very well. It is notable that the 'interesting' models are not restricted to the cases where the data can be fit much better than the expected value. Misfits for the overfitted smooth models are 0.725, 0.785, 0.815, 0.816, 0.844, 0.889, 0.953, and 0.955, covering almost the whole range of minimum misfits produced by the simulation. The conclusion is that one can indeed obtain models which feature a high-conductivity layer, similar to that which has been presented for the oceanic upper mantle, when such a layer does not exist in the real model, or Earth.

The ability to produce peaks in conductivity at various depths simply by overfitting synthetic data should make one sceptical of the high-conductivity peaks found for the real data sets, and also reduces the significance of the depths associated with those peaks. In spite of the aspersions that we are casting at previous interpretations of these data sets, we are left with the observation that if-the data are overfit then the depths of the conductivity peaks do increase with lithospheric age, although one must note that the inability to pass tests for one-dimensionality and poorly behaved error statistics forces us to consider a quantitative interpretation of the CAL and NCP data which may not in fact be justifiable. We do think that the original hypothesis presented with these data (that conductivity structure migrates deeper with increasing age of the lithosphere) is still tenable. Although these peaks are not required by the data, we have not demonstrated that they cannot exist, and perhaps they do reflect the real structure of the oceanic upper mantle after all. There is clearly scope for extending
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Non-uniform induction due to the shape of the ocean basin (e.g. Wannamaker et al. 1989b; Ferguson, Lilley & Filloux 1990) and from changes in sea-floor topography (Filloux 1981; Heinson et al. 1991) may profoundly influence MT observations on the sea-floor. The electrical conductivity of salt-water decreases rapidly with temperature from at most 5 Sm\(^{-1}\) at the sea surface to attain a relatively uniform 3.2 Sm\(^{-1}\) through most of the water column to the sea-floor, making it several orders of magnitude more conductive than the oceanic lithosphere. The extent of 3-D induction in the ocean is difficult to quantify as there are few practical numerical modelling algorithms which are suited to 3-D problems, although analogue modelling techniques can provide useful information on coastal induction effects (e.g. Chen, Dosso & Nienaber 1989). Previous analysis of sea-floor MT observations has required a number of assumptions about the nature of the 3-D induction. For example, single site MT interpretations have been undertaken using invariant impedance estimates (e.g. Filloux 1981) and transverse electric (TE) component impedance estimates (e.g. Ferguson et al. 1990), whilst 2-D array studies have also made use of the transverse magnetic (TM) component impedance estimates (e.g. Wannamaker et al. 1989b).

In this section we investigate 3-D induction in an ocean basin using a thin-sheet algorithm of McKirdy, Weaver & Dawson (1985), and in particular we examine how the sea-floor MT observations from Oldenburg (1981) can be reconciled with the profiles based on laboratory conductivity data and CSEM results of Cox et al. (1986), shown in Fig. 5. The thin-sheet method is one of the few practical techniques available to forward model 3-D EM problems; theory and practical algorithms have been discussed by several authors and the reader is referred to Price (1949), Vasseur & Weidelt (1977), Ranganyaki & Madden (1980), Weaver (1982) and McKirdy et al. (1985) for further details.

A thin-sheet model is ideally suited to analysing the effect of a laterally variable surface conductor, overlaying a stack of layers which represent a 1-D Earth. Observations of natural source variations in Earth's magnetic field on the sea-floor are made in the range of periods from 100 to 100 000 s, which provide information in the depth range 50–500 km. At such periods, the EM skin depths in the ocean, and in oceanic lithosphere, are large in comparison to the depth of the ocean, so that the ocean may be approximated by a sheet of negligible thickness. A factor which makes thin-sheet modelling of ocean basins very appealing is that the geometry of the coastlines and bathymetry are known and that the conductivity of sea-water is approximately uniform. Thus, the surface thin-sheet can incorporate accurate a priori information, with resolution of surface conductance changes being dependent primarily upon resolution of the grid used in numerical calculation. Underlying the thin-sheet, a suitable 1-D structure can be determined using our conductivity model for the oceanic upper mantle, shown in Fig. 5. Such thin-sheet models represent an extreme case of uniformly resistive lithosphere extending under both ocean and continent crust, with no major leakage paths to the deep conductive structure.

3.2 Model description
Simple ocean basin configurations, shown in Fig. 11, are incorporated into a thin-sheet, comprising a uniform depth ocean, with oceanic and continental crust. The thin-sheet is 5 km thick, which overlies a 1-D model derived for lithosphere of age 70 Ma, shown in Fig. 5. This age of lithosphere was chosen as being appropriate for the mean square root age of the Pacific. Although this choice is somewhat arbitrary, it can clearly be seen from Fig. 5 that electrical structures are similar for lithosphere older than 40 Ma. The thin-sheet model parameters are listed in Table 4. The thin-sheet models shown in Fig. 11 are not intended to be direct representations of real ocean basins, owing to the limitation of a 1-D substructure and the coarseness of the numerical grid used, however, the shape of the basins...
has simple analogues: for example, the north Pacific and Indian Ocean for the open ocean basin (model II); Atlantic and Indian Ocean for the open ocean basin (model III); and the Pacific coast of South America for the single coastline (model IV). The thin-sheet configurations can be classified into two groups: the closed and open ocean basins (models I and II) have 3-D geometries, while the ocean channel and single coastline (models III and IV) are 2-D. A 1-D forward calculation from the underlying structure with an ocean layer of infinite extent, can also be made (model V). Thus, 1-D, 2-D and 3-D induction effects in an ocean basin may be compared.

Thin-sheet calculations were made at six periods, from 1000 to 100 000 s, spaced evenly in log domain. The electric and magnetic fields at the bottom of the thin-sheet can be used to calculate MT parameters of apparent resistivity and phase, along a 'sea-floor' transect A–A' at grid nodes 1–3, shown in Fig. 11. We consider the 3-D effects in MT parameters parallel (TE) and perpendicular (TM) to the north–south striking coastline, assuming that this is the dominant 2-D strike in conductivity structure.

### Table 4. Parameters used in thin-sheet models of the ocean basins.

<table>
<thead>
<tr>
<th>Description</th>
<th>Conductivity</th>
<th>Thickness</th>
<th>Depth to Base (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thin-Sheet Parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continental crust</td>
<td>0.005</td>
<td>5000</td>
<td>5000</td>
</tr>
<tr>
<td>Sea-water</td>
<td>3.3</td>
<td>5000</td>
<td>5000</td>
</tr>
</tbody>
</table>

#### 70 Ma Lithosphere Parameters

<table>
<thead>
<tr>
<th>Description</th>
<th>Conductivity</th>
<th>Thickness</th>
<th>Depth to Base (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sheeted dykes</td>
<td>0.00003</td>
<td>5000</td>
<td>1000</td>
</tr>
<tr>
<td>Upper lithosphere</td>
<td>0.00003</td>
<td>5000</td>
<td>6800</td>
</tr>
<tr>
<td>Lithosphere</td>
<td>0.003</td>
<td>16000</td>
<td>84000</td>
</tr>
<tr>
<td>Asthenosphere</td>
<td>0.005</td>
<td>52000</td>
<td>136000</td>
</tr>
<tr>
<td>Adiabatic upper mantle</td>
<td>0.003</td>
<td>254000</td>
<td>390000</td>
</tr>
<tr>
<td>Transition zone</td>
<td>0.2</td>
<td>280000</td>
<td>670000</td>
</tr>
<tr>
<td>Lower Mantle</td>
<td>1.0</td>
<td>=</td>
<td>=</td>
</tr>
</tbody>
</table>

Figure 11. Five simple ocean basin geometries modelled by the thin-sheet method. The continental margins are shown by the hatched regions. Models I and II have 3-D geometries, models III and IV are 2-D, and model V is included for the 1-D response of the substructure. The thin-sheet is 5 km thick, and comprises of continental crust and salt-water with conductivities 0.005 and 3.3 S m\(^{-1}\) respectively. Each thin-sheet is parametrized as discrete conductance values at each grid node of a 20 × 20 regular grid, with grid node spacing 415 km. MT parameters are calculated along transect A–A' at grid nodes 1–3, which are approximately 623, 1453 and 2283 km from the coastline at A'.

3.3 TE and TM, MT response

Figs 12(a) and (b) show synthetic MT parameters of apparent resistivity and phase as a function of period, polarized parallel to the coastline (TE), for the thin-sheet models I–IV. Also shown in each figure is the 1-D response of the underlying structure from model V. There are significant differences between 1-D, 2-D and 3-D models at all periods. The 3-D apparent resistivities of models I and II are attenuated by factors ranging from 10 to 100 relative to the 1-D apparent resistivity, and the phase also shows large differences. This attenuation is greatest, and almost independent of period, for model I. By contrast, the attenuation reduces with period for model II. There is no significant difference between sites at different grid nodes, except at the grid node 1 closest to the coastline, where the short period apparent resistivities are significantly higher than at the other sites. Models III and IV have a 2-D geometry and show close agreement at all periods, except at 1000 s. At longer periods, they recover the 1-D apparent resistivity response of the underlying structure.

It is interesting to note that close to the coastline at site 1, the TE phase is greater than 90° for models I, II and III, but not for the single coastline model IV, and the phase is greatest for the ocean channel model. This has been observed (e.g. Ferguson 1988) in the Tasman Sea, which approximates the ocean channel model (model III). Away from a single coastline, the phase is similar to the 1-D forward response. This example illustrates clearly that the presence of a second 2-D coastline, even many thousand of kilometres away, may profoundly alter a single coastline.
Figure 12. (a) TE apparent resistivity curves at grid nodes 1–3 along transect A'–A, for the five thin-sheet models. The grid node position is shown in the top right-hand corner of each figure. (b) As for (a), but for TE phase curves.
Figure 13. (a) As for Fig. 12(a), but for TM apparent resistivity curves. (b) As for Fig. 12(b), but for TM phase curves.
interpretation as the electrical compensation distance in the ocean from the coast, above a resistive oceanic lithosphere, is comparably large (Cox 1980).

The TM apparent resistivities are considerably smaller, by a factor of 100–1000, than the 1-D forward response, due to electric charge accumulation at the coastline for both 2-D and 3-D ocean basins. These are shown in Figs 13(a) and (b). In particular, there is close agreement for models I, II and III where the ocean is bounded north–south on two sides. Single-coastline model IV shows greater apparent resistivity which approaches the 1-D forward response at the longest periods. Thus, TM estimates are relatively insensitive to 3-D induction effects, but they are sensitive to the inclusion of additional 2-D structure, such as a second parallel coastline.

At the centre of the closed ocean basin (model I), the MT response is naturally isotropic, due to the symmetry. However, the MT parameters do not recover the 1-D response; the apparent resistivities are attenuated by a factor of approximately 100. In the general case, TE and TM apparent resistivities for both 3-D thin-sheet models I and II are attenuated from the 1-D response, by factors which vary from 10–1000. As all ocean basins are 3-D to some extent, it suggests that real sea-floor MT apparent resistivity observations will be similarly reduced from the 1-D response of the upper mantle. An important conclusion is that single-site MT interpretations will inevitably produce conductivity profiles that are too conductive. Better interpretations may result from a 2-D model using TM apparent resistivities and phase which are more robust to 3-D structure (Wannamaker et al. 1989a,b).

The 2-D and 3-D induction effects are thus shown to be significant, and an important corollary to this result is that such induction effects introduce a complicated and unpredictable distortion of the MT parameters. The 1-D MT response of the underlying structure, shown in Figs 12(a) and (b), varies smoothly with period, and indeed neither apparent resistivity nor phase indicates any major complexity in the electrical substructure. By contrast, the synthetic 3-D MT response at the sea-floor sites contains many spurious peaks and troughs, which if interpreted as a 1-D structure would result in misleading conductivity profiles. In addition, thin-sheet ‘sea-floor’ MT data (with random Gaussian noise added) are not, in general, compatible with a 1-D profile when tested with D*.

Thin-sheet models described previously represent an extreme case, which may serve as an upper bound to 2-D and 3-D induction effects in the ocean. Leakage paths in real ocean basins to the deep conductive parts of Earth, such as a subducting slab or spreading ridge may reduce this attenuation significantly. However, the effect of these leakage paths and their distribution in the ocean basins is a matter of speculation and, as we shall see, our extreme model reproduces some features of the field data.

### 3.4 Comparison between theoretical and observed MT parameters

It has been noted that there is little or no anisotropy in the MT response at the centre of the closed ocean basin model (model I). Away from the coastlines the anisotropy is less than a factor of 10 in both 3-D models (model I and II), whereas the 2-D models (model III and IV) have much higher anisotropy. This result is consistent with observed low anisotropy in the MT response in the north Pacific (e.g. Filloux 1977, 1980; Wannamaker et al. 1989a), which has a geometry similar to model II, and the much higher anisotropy in the Tasman Sea (Ferguson et al. 1990), which is similar to model III. Such low anisotropy in the north Pacific is often cited to argue the case for a smaller coast effect than is consistent with the resistive upper lithosphere determined by CSEM. We show that the coast effect in our thin-sheet models with two or more coastlines strongly distorts the MT response across the whole ocean basin, and that low anisotropy is characteristic only of the geometry of the coastlines.

Fig. 14 shows the MT estimates with one standard error from sea-floor sites JDF, CAL and NCP (Oldenburg 1981), the 1-D sea-floor MT response of model V, and the TE sea-floor MT response from model II at grid nodes in the thin-sheet which approximate the location of the actual observation site with respect to the surrounding coastlines. It is clear that the observed apparent resistivities are smaller than the 1-D theoretical values. This difference is dependent upon period, with attenuation ranging from a factor of ~10 at the shortest period, to a factor of 2–3 at the longest period. The observed apparent resistivities and phases are relatively flat over two decades of period, with the indication of a dip at a period of approximately 10000 s. This morphology is well modelled by the 3-D calculations for model II (open ocean basin), although the thin-sheet apparent resistivities are depressed more than the data for CAL and NCP. The similarity in phase for all three sites is particularly striking.

Although the apparent resistivity from the thin-sheet model is less than that observed at CAL and NCP, we have noted that the attenuation exhibited in the thin-sheet models is probably more extreme than exists for real ocean basins as we have included no leakage paths to the deeper parts of the mantle. It has been suggested by Wannamaker et al. (1989b) that a subducting slab may act as a leakage path for induced electric currents in the ocean to the deeper and more conductive parts of Earth’s upper mantle. Other low resistance paths, such as spreading ridges, fracture zones and hot-spots, might also exist. Even passive margins may provide leakage paths through continental lithosphere (Kellett, Lilley & White 1991) These factors complicate a simple 3-D interpretation in terms of conductive ocean/resistive lithosphere contact. Leakage through the oceanic lithosphere is dependent upon its resistivity–thickness product, the magnitude of which is of some debate. CSEM data have indicated that the lithosphere is extremely resistive (Cox et al. 1986), although Vanyan et al. (1990) have argued that anisotropy in the lithosphere manifests as fluid-filled cracks, may improve vertical conductivity and thus allow leakage of electric current through the lithosphere.

We argue, however, that the zeroth-order differences between theoretical and observed MT parameters (Fig. 14) may be reconciled by 3-D EM induction effects in the ocean alone. The conductance of the world ocean (Fainberg 1980) is considerably greater than proposed leakage paths to the deeper part of the mantle (Wannamaker et al. 1989b), so that even in the presence of such leakage paths, 3-D
induction effects due to the shape of the ocean basin are still paramount. We propose that accurate thin-sheet modelling of the ocean basins, using substructures determined in Fig. 5, and analysis of the full 3-D sea-floor impedance tensor may provide a means of calculating a good approximation to the 3-D induction effects from the ocean.

4 DISCUSSION AND CONCLUSIONS

Our model of oceanic upper mantle conductivity based on laboratory data is one to two orders of magnitude more resistive than previous sea-floor MT interpretations have suggested. Part of the explanation results from the inclusion of a resistive uppermost lithosphere as indicated by CSEM experiments; MT data have an inherent lack of resolution of such resistive structures. However, this does not explain the systematic differences in the depth range 50-500 km, over which MT soundings have better resolution of the more conductive parts of the upper mantle. A number of mechanisms have been advanced to account for such differences. These have included making assumptions about the enhanced conductivity of grain boundaries (Shankland & Waff 1977); including a large percentage of partial melt (Oldenburg 1981; Wannamaker et al. 1989b); invoking carbon on grain boundaries (Duba & Shankland 1982); the presence of volatiles (Tozer 1981; Tarits 1986); and the presence of free hydrogen ions in a subsolidus mantle (Karat0 1990). Alternatively, faith in the laboratory data leads one to predict higher temperatures than are probably reasonable for the upper mantle (Constable & Duba 1990).

We have turned the problem around and sought a modification of the MT interpretations, asking why the
models derived from sea-floor MT observations may be more conductive than can be supported by the simpler physical models. Complicating the MT interpretation by the inclusion of coastline structure avoids the necessity of the above-cited hypotheses for enhanced mantle conductivity. By demonstrating the effect of coastlines we have not excluded the possibility of other conductivity enhancing material in the mantle, but for the Pacific data we have considered here, the coast effect seems to be adequate to explain the data without modification of our olivine mantle. This may not be the case in other regions or for other data sets.

Although a great many assumptions have gone into the construction of our thin-sheet models of ocean basins, the important features of the results, namely the attenuation of apparent resistivity of sea-floor MT soundings from the 1-D response of the underlying conductivity structure, are primarily dependent on only two parameters; a lithosphere resistivity—thickness product of the order of \(10^4 \Omega m^2\), and the inclusion of coastlines in the modelling. The CSEM sounding technique provides the most compelling evidence for such a resistive upper mantle, but other observations, such as the distortion of land MT impedances (Mackie, Bennett & Madden 1988) and sea-floor MT impedances (Heinson 1991), are in agreement, and suggest that the result measured on a scale of 100 km by the CSEM experiments is applicable to much larger regions. A resistive layer is also expected from laboratory measurements of olivine conductivity applied to petrological and thermal constraints for the upper mantle. While the largest uncertainty in our model is the extent of leakage in geologically exceptional regions, the conductance of leakage paths to the mantle is at least orders of magnitude smaller than the conductance of the ocean.

Although the conductivity of the material underlying the resistive upper mantle will have only a secondary effect in comparison to the distortion due to the coastlines surrounding the ocean basin, it does, however, determine the magnitude of the MT response before distortion. To that extent our modelling is dependent on the values chosen for olivine conductivity, mantle melt conductivity, melt fraction, mixing laws and mantle temperature, volatile content and petrology. We have discussed uncertainties associated with these parameters in the text, and suggested bounds for mixing laws and temperature. Of all these free variables, the extent of melting, and consequently the connectivity of the melt fraction, presents the largest uncertainty in terms of conductivity. The large melt fractions previously suggested by interpretation of electrical conductivity studies have been addressed in this paper. Lower melt fractions used in our modelling are, if anything, higher than suggested by other geophysical measurements (e.g. Sato et al. 1989). Furthermore, our models are not designed to be representative of structure in tectonically active regions. Close to mid-oceanic ridges the simple cooling slab approximation is inappropriate and dynamic models of mantle circulation should be used instead; such dynamic models (Phipps Morgan 1991) also predict lower melt fractions than those obtained from the cooling slab model. A reduction in melt fraction will make the influence of the coast effect persist over even greater distance-scales, although we note that the resistivity—thickness product from the CSEM experiment used in our models has already made the compensation distance the size of the biggest ocean basins. Since melt fraction in our model is 2 per cent or less for oceanic lithosphere older than 30 Ma, the effect of excluding melt completely will only produce a change of half an order of magnitude in the conductivity of the melt region and have even less effect on the sea-floor MT response. These secondary effects will have little impact on the zeroth-order models we have presented, but might be more important when specific data sets and realistic coastlines are modelled.

It has been the purpose of this paper to demonstrate the importance of coastlines in the interpretation of sea-floor MT data, and it will be left for future work to consider the details of specific regions and data.

Our petrological model of mantle electrical conductivity in Fig. 5 shows that the conductivity of the oceanic upper mantle is indeed likely to be a function of age, as has been popularly assumed. However, the age dependence is strongest for lithosphere younger than 40 Ma. Predictions of upper mantle conductivity older than 40 Ma shows only subtle changes, with variations in the MT response of less than 0.1 decade in apparent resistivity and 5° in phase. Clearly, the noise level of sea-floor observations will have to be low before such an effect is seen. More importantly, the effect of coastlines will have to be included in the interpretation of sea-floor MT data. For ocean basins surrounded by coastline on three sides, thin-sheet modelling shows that apparent resistivity is attenuated everywhere from the 1-D response of the underlying conductivity structure by 1-2 orders of magnitude. Even if the true effect of coastlines is only one tenth of that, it will still mask the effect of age. We also note from Fig. 5 that since the resistivity—thickness product is of particular importance in determining the distortion of sea-floor MT data, and is shown in Table 2 to be a function of lithosphere age, CSEM is an ideal tool for mapping the thermal evolution of lithosphere away from the ridge axis. Note that it is difficult to estimate the resistivity—thickness product from the MT data alone.

Re-analysis of published sea-floor MT responses has shown that the much cited high-conductivity layer is not in fact required by the data, and might simply be a result of overfitting the data. This raises the question of what a suitable level of misfit appropriate for a set of 1-D MT data is if one does not have confidence in the expected level of misfit, or RMS 1.0. Numerical simulations using a simple two-layer model indicate that the D⁺ method will fit the data to a misfit level of RMS 0.8 on average. That is, D⁺ overfits the data by a factor of about 1.25 and, by using D⁺ as an index of data quality, we suggest that smooth inversions should be fit to an RMS tolerance which is 1.25 times greater than the D⁺ misfit. This rule of thumb can be refined for particular problems by conducting a simulation as we have done, choosing a simple model which reflects the important features of the data and a data spacing and quality appropriate for the case in question. In another extension of standard 1-D interpretation, we point out that a test on the magnitude of the RMS misfit resulting from D⁺ is not a complete test of compatibility with a 1-D model, and that the residuals should also be tested for independence using, say, a runs test and normality using a test such as the Kolmogorov–Smirnoff test.
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