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ABSTRACT OF THE DISSERTATION

The Detection of Electrical Anisotropy in 35 Ma Pacific Lithosphere:
Results from a Marine Controlled-Source Electromagnetic Survey
and Implications for Hydration of the Upper Mantle

by

James Philip Behrens
Doctor of Philosophy in Earth Sciences
University of California, San Diego, 2005
Steven Constable, Chair

Tectonic processes associated with seafloor spreading are known to generate anisotropic fabric in oceanic lithosphere. Anisotropy in seismic refraction data has long been attributed to preferred orientation of the olivine crystal lattice, caused by ductile deformation of the warm uppermost mantle near spreading ridges, which is frozen into place upon cooling. The lithosphere in bulk, however, is several orders of magnitude more electrically conductive than the silicates that dominate its constitution; anisotropic conductivity is therefore indicative of the distribution of electrically conductive minor mineral and fluid phases.

Marine Controlled-Source Electromagnetic (CSEM) sounding data from the Anisotropy and Physics of the Pacific Lithosphere Experiment (APPLE) indicate anisotropic electrical conductivity in 35 Ma lithosphere that had been generated at the fast-spreading East Pacific Rise. 1-D modeling and inversion show that the data require some amount of anisotropy in the uppermost mantle. The preferred model simulates vertical “sheets” of increased conductivity, aligned normal to the fossil spreading direction, more conductive by a factor of at least 2-3. This anisotropic layer begins at the Moho and continues for at least 10 km into the upper mantle – a conclusion supported through the use of two different modeling codes.
and two different inversion methods applied to independent subsets of the data. Models in which the crust is the only anisotropic layer are fundamentally incompatible with the observed data.

Hydrothermal circulation of seawater into the lithosphere begins at the ridge and may continue for tens of millions of years; ridge-parallel vertical cracks and faults provide conduits through the entire crust and into the upper mantle. Mantle peridotites are serpentinized when hydrated at temperatures below ~500°C; associated magnetite formation increases bulk electrical conductivity. A mixing law relationship indicates that at least ~0.1% serpentinization by volume is required to match the preferred conductivity model, with 1% a reasonable estimate. Applied to the vertical sheets model, that corresponds to a 100 m wide zone of serpentinization every 10 km.
Chapter 1

Introduction

1.1 Motivation

Lithospheric genesis at seafloor spreading centers occurs in conjunction with a number of extensional tectonic processes. These include: emplacement of the sheeted dikes, orientation en masse of the a-axis of upper mantle olivine, and thermal contraction and subsequent gravitationally driven normal faulting of the lithosphere as it cools off-axis. Hydrothermal circulation of seawater through the fractured, porous crust is common, perhaps ubiquitous, and results in heterogeneous deposition of secondary minerals. These processes affect electrical conductivity at various depths in the lithosphere, and may leave anisotropic fabric frozen in
place. Thus, by measuring lithospheric electrical conductivity through inductive electromagnetic sounding and determining the degree of anisotropy therein, new insights may be gained regarding the formation and evolution of the seafloor.

Various experiments have been conducted over the years to measure the electrical properties of the Northeast Pacific Plate and its underlying aesthenosphere (sections 1.3.2, 2.2). One result of the PEGASUS Controlled-Source ElectroMagnetic (CSEM) sounding experiment was tantalizing evidence of anisotropic bulk electrical conductivity in 40 Ma Pacific lithosphere [Everett and Constable, 1999], interpreted to be ridge-perpendicular dipping lineaments of enhanced conductivity within the lithosphere. The limited source-receiver geometries available in that experiment, however, were insufficient to constrain the depth, ratio, or orientation of the anisotropy very well. This state of affairs motivated a follow-up experiment, with the primary goal of characterizing any electrical anisotropy present in either the lithosphere or aesthenosphere near the PEGASUS survey area.

In February-March 2001, CSEM data were acquired as part of the Anisotropy and Physics of the Pacific Lithosphere Experiment (APPLE). This was a collaborative effort between scientists from Scripps Institution of Oceanography (SIO), Southampton Oceanography Centre (SOC), Flinders/Adelaide Universities, and Texas A&M University; funding for the project was provided by the National Science Foundation (NSF). All CSEM data were collected during 17 days at sea aboard the R/V Thompson (cruise TN-121), operated by the University of Washington. Broadband and long-period MagnetoTelluric (MT) data were also collected, but discussion in this dissertation is mainly restricted to the CSEM data.
1.2 Experiment Location and Tectonic Context

The APPLE CSEM survey site (Figure 1.1) was over 35 Ma seafloor [Atwater and Severinghaus, 1989] centered at 32.25° N, 129° W, ~1000 km due west of San Diego, California. It is 300 km south-southeast of the PEGASUS survey area (40 Ma), on the south side of the Murray Fracture Zone. This site was chosen because the orientations of fossil spreading, present plate motion, and MT coast effect [Heinson and Constable, 1992] are
distinct from each other. Additionally, the site was logistically convenient to San Diego. Mean water depth is approximately 4400 m in the survey zone, with ~500 m of total bathymetric relief (Figure 1.2). Sediment cover is less than 100 m [Winterer, 1989]. Unfortunately, time constraints and the size of the survey site did not allow for the collection of high-resolution bathymetric data.

The lithosphere beneath the Northeast Pacific Ocean was formed by seafloor spreading between the Pacific and Farallon plates. Based on the author’s interpretation of paleomagnetic
anomaly studies summarized by Atwater and Severinghaus [1989], the full spreading rate at the APPLE site was ~140 mm/yr (equivalent to the present-day spreading rate at the ultra-fast equatorial East Pacific Rise (EPR) divergent plate margin [Macdonald, 1989]). The fossil spreading direction is presently aligned nearly due east-west, perhaps rotated counterclockwise by up to 5°. The APPLE site lies within 100 km of the Murray Fracture Zone (MFZ). The site is free of any observed propagating rifts or pseudofaults, although the trace of a dying rift runs north-northwest nearby to the east [Atwater and Severinghaus, 1989]. “Disturbed zones” (in terms of the magnetic anomalies) occupy large areas of the seafloor nearby to the south and west, interpreted to be pieces of the Farallon plate emplaced during ridge jumps and ridge propagation in the time interval 45-33 Ma, the start of which is roughly coincident with the bend in the Hawaiian-Emperor chain. These ridge jumps served to reduce the offset of the spreading center across the MFZ.

The EPR segment that formed the APPLE lithosphere began interacting with the North American plate around 10 Ma, and is now responsible for rifting in the northern Gulf of California and Salton Trough, and strike-slip motion along the San Andreas, San Jacinto, and Elsinore fault systems.

Hummocky abyssal hill terrain covers the region around the APPLE site. Escarpments trending generally north-south, perpendicular to the fossil spreading direction, are evident and repeat with a wavelength on the order of 10 km. These indicate the presence of major high-angle normal faults that differentiate large blocks in the horst-and-graben structure typical of oceanic crust.

A number of northwesterly trending features are evident in the region, oriented at approximately 45° from the fossil spreading direction: the Fieberling-Guadalupe linear seamount chain just east of the APPLE site, and, progressively westward: secondary transform
offsets cutting obliquely across the MFZ, a pair of diffuse seamount chains, and the Hawaiian Islands. Long-wavelength (~100 km) bathymetric undulations underlie the region, also oriented northwesterly. Linearly progressive ages of the Hawaiian and Fieberling/Guadalupe chains [Jarrard and Clague, 1977; Pringle, et al., 1991] support direct correlation with plate motion relative to long-lived, stationary hotspots in the underlying mantle. The other features mentioned have not been correlated to plate motion relative to the mantle – long-wavelength bathymetry and diffuse seamount chains could perhaps be the result of warping and cracking of the plate due to stresses applied during subduction of the ridge below North America.

1.3 Structure and Composition of Pacific Lithosphere

Seismic, borehole [e.g., Becker, et al., 1989], and ophiolite [e.g., Bosch, et al., 2004; Salisbury and Christensen, 1978] studies have established typical layer thicknesses and petrologic profiles for oceanic lithosphere [Blatt and Tracy, 1996]. In the absence of direct ground-truth measurements at the APPLE site, these must be relied upon to provide a structural and compositional reference model (Figure 2.4).

Beneath the sediments lie several hundred meters of pillow basalts, the result of extrusive lava flows at the ridge axis. These tend to be highly fractured and permeable, pore spaces saturated with seawater and fractures lined with hydrothermal alteration minerals.

Beneath the pillow basalts lie the sheeted dikes, former conduits between the axial magma chamber and seafloor lava flows. Ophiolite and borehole studies indicate that the sheets are approximately vertical, aligned normal to the spreading direction, and are ~ 1 m thick with fine-grained glassy chilled margins. The entire sheeted dike complex is typically 1.5 – 2 km from top to bottom. A textural transition from fine-grained basalt to coarser
dolerite occurs with increasing depth. Mafic (literally, “magnesio-ferric”) silicates are the dominant rock-forming minerals in oceanic crust.

Beneath the sheeted dikes are the gabbros, the denser, phaneritic remnant of the axial magma chamber. Gabbros are composed mainly of pyroxene and plagioclase, with increasing amounts of olivine in cumulate lenses at greater depths.

The base of the gabbros coincides with the Moho, a discontinuity in seismic velocity at the crust-mantle boundary that corresponds to a change in composition to progressively denser ultramafic (less than 45% silica) peridotites: Lherzolite, a mix of olivine, clinopyroxene, and orthopyroxene with varying amounts of garnet, is considered the undepleted source of the axial magma chamber. During depletion, olivine/orthopyroxene harzburgite and olivine-dominated dunite are deposited in the uppermost mantle.

A regional seismic refraction study [Shor, et al., 1969] found the mean thickness of the northeast Pacific crust to be 6.7 km; at the station (32°50’N 127°04’W) closest to APPLE, the Moho was estimated to be 6.51 km below the seafloor.

1.3.1 Temperature and pressure

The halfspace cooling model of Parsons and Sclater [1977], parameterized for the Northeast Pacific plate (Figure 1.3.a), provides a reference lithospheric thermal gradient at APPLE. By the time the lithosphere has reached 35 million years, the Moho has cooled to 150-200°C, and the brittle-ductile transition (~700°C [Nicolas, et al., 2003]) occurs at least 30 km below the seafloor. Pressure increases with depth, and is straightforward to estimate using PREM as a guide: at seafloor of water depth 4400 m, ambient pressure is 44 MPa; at the Moho it has increased to 230 MPa; by 20 km below the seafloor, it has reached ~600 MPa.
1.3.2 Electrical conductivity

Electrical conductivity $\sigma$ in Siemens per meter (S/m, occasionally mho/m) and its reciprocal, electrical resistivity $\rho = \sigma^{-1}$ in Ohm-meters (Ohm·m, or $\Omega$m) are both used to describe the same quantity, depending on the context. Electrical resistivity is a general property of a material, and is defined as the resistance of a sample of that material, multiplied by cross-sectional area and normalized by length – a 1 m$^3$ cube of 1 $\Omega$m material behaves as a 1 $\Omega$ resistor.

Prior to APPLE, the most extensive CSEM experiment over mature Pacific lithosphere was PEGASUS. The preferred resistivity model from data inversion [Constable and Cox, 1996] (Figure 5.1) indicates 10 $\Omega$m in the extrusives, increasing steadily through the sheeted
dikes and gabbros to resistivities of $10^4$-$10^5$ $\Omega$m in the uppermost mantle. Data from a CSEM experiment over freshly formed EPR crust [Evans, 1991] re-interpreted by Constable and Cox [1996] indicated the same resistivity in the top 1 km, with sheeted dikes of around 100 $\Omega$m. Data from a CSEM experiment over 25 Ma Northeast Pacific lithosphere [Cox, et al., 1986] was compatible with crust of $10^3$ $\Omega$m over a mantle of at least $5\times10^4$ $\Omega$m (Figure 5.1).

The most thoroughly analyzed borehole to date that has penetrated intermediate-fast spreading crust through the sheeted dikes into the gabbros was 504B, into 5.9 Ma Nazca Plate near the Costa Rica Rift. Borehole laterolog resistivity measurements [Pezard, 1990] (Figure 5.1) indicated 10 $\Omega$m in the extrusives, increasing to 250 $\Omega$m in the sheeted dikes. Collection of cores, laboratory analysis of sample resistivities and pore fluids, and permeability estimates based on heat flow measurements provided ground truth, resulting in a significant advance in the parameterization and utility of mixing law relationships for seawater-infiltrated fractured crystalline mafic rocks.

Archie’s Law is the starting point for mixing laws that predict bulk rock conductivity $\sigma$ as a function of the pore fluid conductivity $\sigma_w$ and porosity $\varnothing$:

$$\sigma = a \sigma_w \varnothing^{-m}$$

(1.3.1)

where $a$ and $m$ are empirically determined parameters; Pezard [1990] indicates $a = 9.1$ and $m = 1.05$ were initially used to interpret the Hole 504B data. More generally, Hashin and Shtrikman [1962] presented a method of determining the bounds of bulk conductivity of any two-phase system: the lower bound $\sigma_{HS^-}$ when the more conductive phase is in isolated spheres (i.e. porous, but not permeable), and the upper bound $\sigma_{HS^+}$ when it forms a
completely interconnected network. For a conductive phase of $\sigma_c$ within a more resistive material of $\sigma_0$,

$$\sigma_{HS} = \sigma_0 + \varnothing \left( \frac{1}{\sigma_c - \sigma_0} + \frac{1 - \varnothing}{3\sigma_0} \right)^{-1} < \sigma$$

$$\sigma_{HS} = \sigma_c \left( 1 - \varnothing \right) \left( \frac{1}{\sigma_0 - \sigma_c} + \frac{\varnothing}{3\sigma_c} \right)^{-1} > \sigma.$$ (1.3.2)

Geometric distribution of the conductive phase within the host rock has a profound effect on bulk resistivity (Figure 5.2). These and several other mixing laws are reviewed by Schmeling [1986].

A substantial number of laboratory experiments have been carried out to determine electrical properties of mafic and ultramafic rocks and minerals [see reviews by Parkhomenko, 1982; Tyburczy and Fisler, 1995]. In general, mafic silicate minerals in pure anhydrous form are orders of magnitude more resistive than bulk oceanic crust and lithospheric upper mantle. The SO2 (Standard Olivine 2) model of anhydrous olivine conductivity [Constable, et al., 1992] (Figure 1.3.b), for instance, predicts $\rho = 10^{14} \ \Omega\text{m}$ in the uppermost mantle at an age of 35 Ma. (SO2 represents thermally activated conduction through olivine crystals at temperatures of several hundred °C and up, and is in agreement with magnetotelluric measurements of aesthenospheric conductivity [Heinson, 1999]. Extrapolation to lower temperatures is not geologically applicable, which indicates that olivine crystals in cool lithosphere are not important conductors of electricity.)

To explain the lower resistivities encountered throughout the crust and upper mantle, the presence of more conductive minor phases, both fluid and mineralogical, must be invoked:

Pore spaces containing seawater and/or electrically conductive hydrothermal alteration minerals (such as zeolites, sulfides, etc.) greatly reduce rock resistivity. Small volumes are
sufficient – porosities of 1-10% reduce crustal resistivities to 10 Ωm at Hole 504B [Pezard, 1990]. Data from a saturated gabbro with only 0.024% moisture content indicates \( \rho = 10^4 \, \Omega m \) at 1 Hz [Katsube and Collett, 1976], while a dry pyroxene sample was \( \rho = 10^9 \, \Omega m \) [Olhoeft, 1976].

Ore minerals also make rocks more conductive: 10-14% “ore mineral” content reduced anhydrous basalts from \( 10^8 \, \Omega m \) (0-2% ore minerals) to \( \sim 10^4 \, \Omega m \) at 200 °C [Parkhomenko, 1982]. Fe₂O₃, FeO, and CaO were seen to have the greatest effect, but only at concentrations > 8%. Hydrothermal vents along the EPR discharge sulfides and iron oxides [Haymon, 1989], which are, in general, electrically conductive [Keller, 1988]. It is likely that oxides and sulfides precipitate along seawater pathways in the crust [Bonatti, 1983].

Pressure has an effect on conductivity. Cracks close by 100 MPa, inhibiting conduction through interconnected pore fluid, but pores stay open to pressures > 1 GPa [Brace and Orange, 1968]. Borehole heat flow permeability estimates [Fisher, 1998] indicate the closure of cracks by 500 m into seafloor basalts.

High temperature, and especially partial melting, increases conductivity. This is the motivation behind all the CSEM experiments at seafloor spreading centers (section 2.2) and the use of MT to study aesthenospheric conductivity [Heinson, 1999]. Lithosphere at APPLE, however, has cooled to the point where temperature will have little effect on crustal and upper mantle conductivities (section 1.3.1).

### 1.3.3 Serpentinization

Free water will not exist in the deepest crust and upper mantle; instead, it reacts with olivine and creates serpentine, a family of hydrous magnesium/iron sheet silicate minerals [Fryer, 2002; O'Hanley, 1996]. Forsterite (magnesium olivine) and fayalite (iron olivine)
form a solid solution; mantle xenoliths indicate that Fo$_{90}$ is typical [Tyburczy and Fisler, 1995]. The end-member reactions follow: In the case of pure forsterite alteration,

$$2 \text{Mg}_2\text{SiO}_4 + 3 \text{H}_2\text{O} = \text{Mg}_3\text{Si}_2\text{O}_5(\text{OH})_4 + \text{Mg(OH)}_2$$

forsterite water serpentine brucite.

Serpentine itself is not particularly conductive [D. Bruhn, personal communication], but serpentinized peridotites often are [Lebedev and Shepel, 1981; Parkhomenko, 1982; Stesky and Brace, 1973]. This is attributed to the formation of magnetite when some amount of iron was present in the host rock:

$$2 \text{Fe}_2\text{SiO}_4 + 2.33 \text{H}_2\text{O} = \text{Fe}_3\text{Si}_2\text{O}_5(\text{OH})_4 + 0.33 \text{Fe}_3\text{O}_4 + 1.33 \text{H}_2$$

fayalite water serpentine magnetite.

Iron brucite may also result. In olivine, serpentine, or brucite, iron is Fe$^{2+}$; to form magnetite, it must be oxidized to Fe$^{3+}$. H$_2$ is formed as a byproduct of this oxidation; if enough becomes concentrated, reducing conditions occur and FeNi alloys precipitate [O’Hanley, 1996].

While serpentine + magnetite replaces olivine, serpentine + talc replaces pyroxene [Fryer, 2002]. Secondary oxidation of iron brucite also produces magnetite [O’Hanley, 1996]. Progressive serpentinization is often observed to occur around unaltered olivine grain kernels, concentrating alteration minerals at grain boundaries, where they form interconnected networks.

Magnetite is an excellent conductor of electricity. Keller [1988] reports a DC resistivity of 5.2x10$^{-5}$ Ωm for pure magnetite. Lebedev and Shepel [1981] report an average of 10 Ωm for their serpentinized ultramafic samples, which contained 10-22% ore minerals that cut the rock in thin veins. Parkhomenko [1982] describes an increase of 3 orders of magnitude in conductivity for altered vs. unaltered gabbros, and states that the presence of magnetite at the grain boundaries was responsible. Stesky and Brace [1973] examined several serpentinized
peridotite, lherzolite, gabbro, dunite, and basalt specimens; they observed an increase in conductivity of 3-4 orders of magnitude over that of unserpentinized rocks of similar composition for samples with > 5% magnetite.

1.4 Possible Causes of Lithospheric Electrical Anisotropy

Hydrothermal circulation of seawater into the crust is required to reduce rock resistivities to values observed in samples and inferred from induction sounding. At the EPR, hydrothermal vents are found grouped in linear fields extending 5 to 20 km along the ridge crest; on the flank of the intermediate-rate Galapagos rift, warm fluids emanate from ridge-parallel faults [Haymon, 1989]. Studies of the Oman ophiolite, formed at a fast-spreading ridge, find microcracks and hydrothermal alteration minerals aligned parallel to the sheeted dike complex [Bosch, et al., 2004]. It is therefore likely that electrical conductivity in mature lithosphere will be enhanced in the vertical and paleo-ridge-parallel directions, relative to the paleo-spreading direction – north-south trending vertical “sheets” of increased conductivity at the APPLE site. Whether this effect is confined to the sheeted dikes, or whether it continues deeper into the crust and perhaps upper mantle is a function of the thermal and hydrothermal evolution of the plate, its initial composition, and post-formation accumulation of strain.

P-wave lithospheric travel time anisotropy studies at several sites in the northeast Pacific [Raitt, et al., 1971] found lithospheric upper mantle velocity anisotropy of 3-8%, with the fast direction parallel to the fossil spreading direction. Shearer and Orcutt [1985] used this result to deduce the fossil spreading direction at a location where the magnetic anomaly data was ambiguous.

The physical origin of this seismic anisotropy is anisotropic mineral texture in the upper mantle [e.g., Blackman, et al., 1996]. The seismically fast a-axis of olivine is preferentially
oriented in the direction of ductile flow in the upper mantle; away from the spreading ridge this fabric is frozen into place, with lattice-preferred orientation of the a-axis generally horizontal and normal to the spreading ridge.

While laboratory measurements of olivine crystal conductivity indicate a small degree of anisotropy [Constable, et al., 1992], the a-axis is intermediate. Karato [1990] suggested that anisotropic hydrogen diffusivity in olivine, greatest along the a-axis, could affect mantle conductivity. The strain required to orient the crystallographic axes may also form linear deposits of secondary minerals in lineations perpendicular to the ridge. A chromite lineation of this kind has been observed in the Oman ophiolite [Shackleton and Ries, 1984]. A literature search was unable to turn up laboratory measurements of pure chromite conductivity; transition metal oxides, however, are generally conductive.

Any electrical anisotropy related to strain accumulation in the uppermost mantle will likely have enhanced conductivity in the paleo-spreading direction – horizontal conductive “rods” in the east/west direction at APPLE. If present, this could serve to reduce or negate the observable effects of any paleo-ridge-parallel “sheets” anisotropy hypothesized above. An added complication is the northwesterly motion of the plate relative to the hotspot reference frame; upper mantle strain may be rotated away from the spreading direction, even at the active ridge.
1.5 Goals of the Dissertation

Now that the tectonic setting has been presented and the relevant properties of lithospheric materials summarized, the dissertation will proceed as follows: In Chapter 2, implementation of the CSEM method is described, along with an historical overview of the method and details about the forward modeling and inversion methods employed in this study. Data acquisition and processing is the subject of Chapter 3, and the modeling and inversion studies are presented in Chapter 4. In Chapter 5, results are interpreted and discussed.

It is hoped that this study will add to the overall understanding of oceanic plate formation and evolution, especially the nature, timing, and extent of hydrothermal alteration of the lithospheric upper mantle. It is also hoped that this document will be of use, more generally, to people interested in the collection, processing, modeling, and interpretation of marine CSEM data for any given application.
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Chapter 2

The Marine Controlled-Source Electromagnetic Sounding Method

2.1 Introduction

The Marine Controlled-Source Electromagnetic (CSEM) sounding method is a frequency-domain geophysical technique sensitive to the electrical conductivity of the sub-seafloor. Developed to bridge the gap between borehole resistivity measurements and deep Marine Magnetotelluric (Marine MT, or MMT) resistivity soundings, CSEM can provide information about tectonic structure, temperature at depth, rock porosity, mineral composition, and pore fluid properties.
The CSEM method referred to and described herein involves transmitting energy at approximately 1 Hz from an artificial Horizontal Electric Dipole (HED) source deeptowed at or near the seafloor to an array of horizontal electric dipole receivers deployed at the seafloor (Figure 2.4). Vertical dipoles have recently been added to the receivers, as well. This incarnation of CSEM is also known as active-source EM sounding, MCSEM (Marine CSEM), and as the proprietary terms Sea Bed Logging (Statoil) and R3M (ExxonMobil).

2.2 A Brief History

2.2.1 Naval research

U.S. Naval researchers began investigating ways to determine seafloor electrical resistivity as early as the 1960s; a practical motivation was to determine whether the seafloor could be used as a waveguide for VLF (very low frequency) communications. Both HED and Horizontal Magnetic Dipole (HMD) active source sounding methods were considered; basic modeling theory was developed, as were some early seafloor electric and magnetic field sensors [Bannister, 1968]. Land-based electromagnetic geophysical sounding dates back to the early 20th century, however, and so practical methods and modeling theory were well established for land studies [i.e. Vanyan, 1967] by the time they were being adapted for use at the seafloor.

2.2.2 Academic experiments

Researchers at the Scripps Institution of Oceanography (SIO) pioneered the use of MMT and HED Marine CSEM to study tectonic processes. MMT sensors were deployed in both the North Pacific and North Atlantic; these data indicated an electrically conductive aesthenosphere [Filloux, 1977]. The first CSEM measurement was made near the East Pacific Rise at 21°N [Spiess, et al., 1980; Young and Cox, 1981] using a nearly stationary transmitter.
and data from one receiver; data were consistent with seawater-infiltrated basalt conductivity and suggestive of anisotropy related to spreading ridge hydrothermal processes. Motivated by the success of this experiment, the ELeetromagnetic Field (ELF) receiver [Webb, et al., 1985] was developed and several were manufactured. A 1-D, isotropic forward modeling code was also developed [Chave and Cox, 1982] (section 2.4.1). A survey carried out over 25 Ma northeastern Pacific lithosphere [Cox, et al., 1986] was the first to employ a towed transmitter, dragged across the seafloor, that provided dynamic source-receiver geometries; the data were compatible with a crust $\rho = 10^3 \, \Omega\text{m}$ over a more resistive upper mantle $\rho > 5 \times 10^4 \, \Omega\text{m}$. A review by Constable [1990] summarizes early CSEM work alongside other marine electromagnetic induction studies, with a focus on mantle conductivity.

A group at the University of Toronto postulated and developed the Modified Magnetometric Resistivity (MMR) method, a galvanic technique that utilizes measurements of the magnetic field at the seafloor, with a vertical electric bipole source in the seawater [Edwards, et al., 1981] – bipole referring to a transmitter that is too long, relative to the source-receiver offsets, to be considered infinitesimal. Time-domain dipole-source electromagnetic sounding has been developed in theory [Cheesman, et al., 1987; Everett and Edwards, 1992; Yu, et al., 1997] and implemented in practice [Cairns, et al., 1996] by the Toronto group.

A review by Chave, et al. [1991] details the various marine EM methods and equipment in use at the time.

The PEGASUS CSEM data set [Constable and Cox, 1996] was collected over 40 Ma northeastern Pacific lithosphere in 1988 (section 1.3.2). For the analysis, 1-D isotropic forward modeling capability was improved [Flosadottir and Constable, 1996] and integrated with the Occam smooth inversion algorithm [Constable, et al., 1987] (section 2.5.2).
Anisotropic halfspace modeling capabilities were developed and used to analyze the PEGASUS data [Everett and Constable, 1999].

A group at Cambridge University (which later moved to Southampton Oceanography Centre) began collaborating with the SIO group in the late 1980s. The Cambridge group developed the Deeptowed Active Source Instrument (DASI) [Sinha, et al., 1990], a transmitter designed to be towed tens of meters above the seafloor at the end of the ship’s winch line (section 3.2), allowing CSEM soundings over areas not covered in abyssal mud – active divergent plate margins in particular. Several experiments were conducted as a combined effort of both groups:

A survey over the fast-spreading East Pacific Rise at 13°N [Evans, et al., 1994] found no conductive anomaly below the ridge axis, indicating relative magmatic quiescence.

A survey over the slow-spreading Reykjanes Ridge at 57°45’N [MacGregor, et al., 1998] did find strong evidence of a low-resistivity anomaly 2 km below the ridge axis, coincident with a seismically imaged low-velocity zone, and interpreted to be a cyclically-recharged crustal magma chamber.

A survey over the Valu Fa Ridge, a back-arc intermediate-rate spreading center in the Lau Basin [MacGregor, et al., 2001] indicated an anomalously conductive crust, interpreted to be the result of vigorous hydrothermal circulation. This data set was analyzed using a 2.5-D forward algorithm (3-D point source dipole field over a 2-D earth resistivity model) [Unsworth, et al., 1993] in conjunction with a 2-D Occam inversion routine [deGroot-Hedlin and Constable, 1990].
2.2.3 Industry involvement

Industry funding via the Seafloor Electromagnetic Methods Consortium (SEMC) supported the development of a new generation seafloor MMT data logger and sensor system [Constable, et al., 1998]. The Ocean Bottom ElectroMagnetic reciever (OBEM Mk II) featured a lower noise floor, a 16-bit A/D converter (now 24-bit with the Mk III), and orthogonal induction coil magnetometers (formerly, fluxgate magnetometers had been used), while continuing the use of silver-silver chloride electrodes. The pass band was extended to higher frequencies, making broadband seafloor MMT possible, indicated by successful MMT imaging of the Gemini salt body in the Gulf of Mexico and the magma chamber below the East Pacific Rise at 9°N [Key, 2003]. The OBEM Mk II and III were well suited for use in joint MMT/CSEM surveys.

Joint MMT/CSEM surveys have proven to be a useful supplement to seismic methods in offshore hydrocarbon exploration. Statoil commissioned the first CSEM survey for direct detection of hydrocarbons in late 2000 [Eidesmo, et al., 2002; Ellingsrud, et al., 2002]; the data were acquired, processed, and initially analyzed in conjunction with the combined SIO and Southampton academic groups. It was confirmed that a CSEM sounding could indeed detect the presence of oil in the subsurface, and demarcate the reservoir edge by comparison with a relatively simple 2-D block modeling study based on a priori seismic imaging. MMT data were inverted to generate a background sediment resistivity model.

In the wake of this success, three new companies were formed to provide industrial marine EM surveys: Offshore Hydrocarbon Mapping (OHM) was spun off from the Southampton group, AOA Geomarine Operations (AGO) was spun off from AOA Geophysics and licensed the SIO receivers for commercial use, and ElectroMagnetic GeoServices (EMGS) was spun off from Statoil. AGO and OHM were contracted by ExxonMobil to
acquire a series of surveys together; the author of this work was an at-sea consultant during the first two data acquisition cruises. ExxonMobil’s use of marine CSEM was eventually publicized in the popular press [Warren, 2004]. EMGS, using a transmitter built by Siemens and clones of the SIO receiver built by ElectroMagnetic Instruments (EMI), acquired data for various oil companies.

2.2.4 Recent surveys

Industry involvement has funded the development of a new deeptowed transmitter by the SIO EM Lab, the Scripps Underwater EM Source Instrument (SUESI). The fleet of academic OBEM Mk III receivers has been greatly expanded, as well. This equipment has been used to acquire new academic data sets over the Gemini salt body, Hydrate Ridge [Weitemeyer, et al., 2004], and, with funding from the NSF, a wide-aperture survey over the East Pacific Rise at 9°N [Key, et al., 2004]. The Toronto group has also been furthering the use of CSEM for gas hydrate detection [Schwalenberg, et al., 2005].

2.3 Principles of CSEM

2.3.1 Governing equations

This section follows the example of MacGregor [1997], Evans [1991], Keller [1988], and Ward and Hohmann [1988].

The concurrent electric field $\mathbf{E}$, magnetic field $\mathbf{H}$, magnetic flux density $\mathbf{B}$, and electric displacement $\mathbf{D}$ in a medium are related through Maxwell’s equations of electromagnetic induction, represented here in differential form for magnetic and/or polarizable material:

$$\nabla \cdot \mathbf{E} = \frac{q}{\varepsilon}$$  \hspace{1cm} (2.3.1)
\[ \nabla \cdot \mathbf{B} = 0 \]  \hspace{1cm} (2.3.2) \\

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \]  \hspace{1cm} (2.3.3) \\

\[ \nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} + \mathbf{J} \]  \hspace{1cm} (2.3.4)

where \( q \) is charge density and \( \varepsilon \) is the dielectric permittivity of the medium. Pertinent constitutive relationships are:

\[ \mathbf{J} = \sigma \mathbf{E} + \mathbf{J}_s \]  \hspace{1cm} (2.3.5) \\

\[ \mathbf{D} = \varepsilon \mathbf{E} \]  \hspace{1cm} (2.3.6) \\

\[ \mathbf{B} = \mu \mathbf{H} \]. \hspace{1cm} (2.3.7)

Current density \( \mathbf{J} \) is proportional to the inducted electric field \( \mathbf{E} \) in a source-current-free region of electrical conductivity \( \sigma \) (via Ohm’s law); the source current density \( \mathbf{J}_s \) may be considered separately (section 2.4). \( \mathbf{D} \) is related to \( \mathbf{E} \) through the dielectric permittivity, and \( \mathbf{B} \) and \( \mathbf{H} \) through magnetic permeability \( \mu \) (the free-space value \( \mu_0 \) is often used; this approximation is valid in non-ferromagnetic materials). Equation (2.3.4) can thus be re-written as

\[ \nabla \times \frac{\mathbf{B}}{\mu} = \varepsilon \frac{\partial \mathbf{E}}{\partial t} + \sigma \mathbf{E} + \mathbf{J}_s. \]  \hspace{1cm} (2.3.8)

The damped vector wave equations for \( \mathbf{E} \) and \( \mathbf{B} \) are derived by re-arranging Maxwell’s equations and applying a double-curl vector identity:

\[ \nabla^2 \mathbf{E} = \mu \varepsilon \frac{\partial^2 \mathbf{E}}{\partial t^2} + \mu \sigma \frac{\partial \mathbf{E}}{\partial t} + \mu \mathbf{J}_s \]  \hspace{1cm} (2.3.9) \\

\[ \nabla^2 \mathbf{B} = \mu \varepsilon \frac{\partial^2 \mathbf{B}}{\partial t^2} + \mu \sigma \frac{\partial \mathbf{B}}{\partial t} + \mu \nabla \times \mathbf{J}_s. \]  \hspace{1cm} (2.3.10)
Electromagnetic geophysical soundings are often analyzed in the frequency domain, as is the case with CSEM and MMT. At distance from source currents that oscillate with time dependence $e^{i\omega t}$, the wave equations can be written:

$$\nabla^2 \mathbf{E} = \mu \omega (\varepsilon \omega + i \sigma) \mathbf{E} = -k^2 \mathbf{E} \quad (2.3.11)$$

$$\nabla^2 \mathbf{B} = \mu \omega (\varepsilon \omega + i \sigma) \mathbf{B} = -k^2 \mathbf{B} \quad (2.3.12)$$

where $k$ is the complex wave number.

The second temporal derivative term is known as the displacement or radiative term; in classical theory, it represents polarization of local charge distributions (i.e. atomic polarization, re-orientation of polar molecules) in response to an applied field. The displacement term is scaled by the dielectric permittivity $\varepsilon$, which is the capacity of the material to store charge when an electric field is applied. The free space value is $\varepsilon_0 = 8.854 \times 10^{-12} \, \text{F/m}$. The dielectric constant $\kappa = \varepsilon / \varepsilon_0$ of a given medium varies with temperature and frequency; the low-frequency limit $\kappa_0 = \lim_{\omega \to 0} \kappa$, however, is generally applicable to seawater and rocks at frequencies below 1 kHz.

The first temporal derivative term is known as the diffusion or induction term; it represents larger-scale currents of charge carriers that flow through the medium. These fields decay exponentially with increasing distance from the source current. The diffusion term is scaled by the electrical conductivity $\sigma$ of the medium. At 0°C, seawater $\sigma_w = 3.2 \, \text{S/m}$; rock-forming minerals are more resistive (section 1.3.2).

The diffusive/inductive term is many orders of magnitude stronger than the displacement/radiative term for the frequencies and materials encountered in MMT/CSEM, as indicated by values of the “loss tangent” (Table 2.1). As a result, the displacement term is dropped and EM induction is treated as a purely diffusive phenomenon:
\[ \nabla^2 \mathbf{E} = i \mu \omega \sigma \mathbf{E} \]  \hspace{1cm} (2.3.13)

\[ \nabla^2 \mathbf{B} = i \mu \omega \sigma \mathbf{B} \]  \hspace{1cm} (2.3.14)

and

\[ k = (-i \mu \omega \sigma)^{1/2}. \]  \hspace{1cm} (2.3.15)

\( k \) is complex, so it can be written

\[ k = \beta_{\text{Re}} - i \beta_{\text{Im}}. \]  \hspace{1cm} (2.3.16)

In this low-frequency diffusion approximation,

\[ \beta_{\text{Re}} = \beta_{\text{Im}} = \left( \frac{\mu \omega \sigma}{2} \right)^{1/2}. \]  \hspace{1cm} (2.3.17)

For some land- and borehole-based EM sounding methods, such as ground-penetrating radar and some time-domain methods, the displacement is a key component of the measured

<table>
<thead>
<tr>
<th>Material</th>
<th>( \sigma ) (S/m)</th>
<th>( \kappa = \varepsilon /\varepsilon_0 )</th>
<th>( \frac{\sigma}{\omega \varepsilon} = \tan \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seawater (0°C, 35 ppt)</td>
<td>3.2</td>
<td>80 (b)</td>
<td>[ f = 10^{-2} \text{ Hz} ] 4.5 \times 10^{11} \hspace{1cm} 4.5 \times 10^{9}</td>
</tr>
<tr>
<td>Gabbro (wet)</td>
<td>( 10^{-4} ) (c)</td>
<td>( 10^3 ) (c)</td>
<td>( f = 10^0 \text{ Hz} ) 1.1 \times 10^6 \hspace{1cm} 1.1 \times 10^4</td>
</tr>
<tr>
<td>Pyroxene (300°C, dry)</td>
<td>( 10^{-5} ) (d)</td>
<td>( 90 ) (d)</td>
<td>( f = 10^0 \text{ Hz} ) 1.3 \times 10^6 \hspace{1cm} 1.3 \times 10^4</td>
</tr>
<tr>
<td>Olivine (600°C, 1 GPa, dry)</td>
<td>( 2.5 \times 10^{-5} ) (e)</td>
<td>( &lt; 10 ) (f)</td>
<td>( f = 10^0 \text{ Hz} ) 2.8 \times 10^7 \hspace{1cm} 2.8 \times 10^5</td>
</tr>
</tbody>
</table>

Table 2.1 Electrical conductivity, low frequency dielectric constant, and the associated “loss tangent” at 0.01 Hz (typical for MMT) and 1 Hz (CSEM). For materials and frequencies encountered in Marine EM, the displacement term can be neglected. Sources: (a) [Keller, 1988]; (b) [Daout, et al., 1994]; (c) [Katsube and Collett, 1976]; (d) [Olhoeft, 1976]; (e) [Tyburczy and Fisler, 1995]; (f) [Shannon, et al., 1991].
field and cannot be neglected. This is also generally true in seismology. For the frequency-domain CSEM analysis presented in this dissertation, however, the diffusive term is dominant.

The simplest solution to equations (2.3.13) - (2.3.14) is a plane wave of angular frequency $\omega$ propagating through a homogeneous source-free medium, traveling parallel to the positive $z$-axis while oscillating in the $x$-$y$ plane:

$$E = E_0 e^{-i(kz-\omega t)}$$

(2.3.18)

where $E_0$ is the field at $z = 0$. Applying equations (2.3.16) - (2.3.17),

$$E = E_0 e^{-i\beta_{re}z} e^{-\beta_{im}z} e^{i\omega t}.$$  

(2.3.19)

Equation (2.3.19) describes a plane wave that oscillates harmonically with distance traveled due to the $\beta_{re}$ term while attenuating exponentially in amplitude with distance traveled due to the $\beta_{im}$ term. The electromagnetic skin depth $\delta_s$ is defined by this attenuation factor:

$$\delta_s = \frac{1}{\beta_{im}} = \left(\frac{2}{\mu \omega \sigma}\right)^{1/2}.$$  

(2.3.20)

For $\mu = \mu_0$,

$$\delta_s = 500\sqrt{\rho T}.$$  

(2.3.21)

where $T = 1/f$ is the period of oscillation. Skin depth indicates the distance over which the field strength is attenuated by a factor of $1/e$ (Figure 2.1.a).

By examining skin depths for various resistivities and frequencies it is clear that diffusing harmonic fields are attenuated more rapidly with range at high frequencies, and in conductive media. The physical cause is simple: in a conductor, potential energy stored in the electric
field is “used” to move charge carriers. Attenuation occurs with every oscillation, and propagation wavelength $\lambda$ (Figure 2.1.b) is shorter at higher frequencies:

$$\lambda = \frac{2\pi}{\beta Re} = \left(\frac{\pi}{\mu \omega \sigma}\right)^{1/2}. \quad (2.3.22)$$

Phase velocity of the diffusing fields (Figure 2.1.c) is also a function of the wave number:
This relatively simple approximation provides a useful conceptual framework for understanding the diffusion of low-frequency electromagnetic energy through earth materials. Electrically conductive materials and higher frequencies lead to shorter wavelengths and more attenuation, while resistive materials and lower frequencies result in longer wavelengths and stronger fields at distance from the source. Phase velocity, on the other hand, increases with both frequency and resistivity. For these reasons, in an ideal EM sounding experiment, field magnitude and phase are measured at multiple frequencies and locations (or source-receiver geometries, in CSEM) and used to estimate subsurface resistivity structure. Wavelength provides an estimate of the size of the secondary current loops induced in the earth by the time varying magnetic field [Y. Li, personal comm.]. In conductive materials, the phase velocity is relatively slow, and the current loops small; the opposite is true in resistive material.

### 2.3.2 Boundary conditions

At the boundary between regions of differing conductivities $\sigma_1 \neq \sigma_2$, Maxwell’s equations (2.3.1) - (2.3.4) dictate that

$$J_n^1 = J_n^2 \quad \Rightarrow \quad \sigma_1 E_n^1 = \sigma_2 E_n^2$$

$$E_t^1 = E_t^2 \quad \Rightarrow \quad \rho_1 J_t^1 = \rho_2 J_t^2.$$  

Vector superscripts designate region. Current flowing normal to the boundary ($J_n$) is continuous across it, leading to a step in electric field and an accumulation of charge at the interface. Electric field tangential to the boundary ($E_t$) is continuous across it; $J_t$ is thus discontinuous, and proportional to conductivity. Similarly, $B_n$ and $H_t$ are continuous across the boundary.
For all applications described in this dissertation, the assumption $\mu = \mu_0$ is made. Thus $\mathbf{B}_t$ and $\mathbf{H}_n$ may be considered continuous, as well.

### 2.3.3 Motivation

The magnetotelluric (MT) method was postulated independently, more or less simultaneously, by researchers in three different parts of the world [Cagniard, 1953; Kato and Kikuchi, 1950; Tikhonov, 1950]. It is a natural source EM sounding method; the source currents flow in the electrically conductive ionosphere, induced by the interaction between the earth’s magnetic field and the solar wind. The magnetic field created by these currents propagates down through the highly resistive lower atmosphere and induces horizontal currents in the oceans and subsurface.

To apply the MT method, continuous measurements of the horizontal electromagnetic fields $\mathbf{E}(t)$ and $\mathbf{B}(t)$ are made at the earth’s surface (and/or seafloor), and then transformed into the frequency domain. An estimate of the four-component complex impedance tensor $\mathbf{Z}(\omega)$ is computed for a range of frequencies:

$$\mathbf{E} = \mathbf{ZH}$$

$$(\begin{array}{c} E_x \\ E_y \end{array}) = \begin{pmatrix} Z_{xx} & Z_{xy} \\ Z_{yx} & Z_{yy} \end{pmatrix} (\begin{array}{c} H_x \\ H_y \end{array})$$

Information about the subsurface is contained in $\mathbf{Z}(\omega)$: the local geoelectric strike, the dimensionality of the electrical conductivity structure, the bulk electrical conductivity. Processing and inversion schemes have been developed to interpret MT impedance tensor data; two key assumptions are a plane wave source field and a locally flat earth.
The ambient electromagnetic field at the earth’s surface is relatively weak at frequencies of ~1 Hz and higher (Figure 2.2), motivating the use of an active source transmitter at these higher frequencies in land-based MT surveys [Zonge and Hughes, 1991]. The large resistivity contrast between the essentially non-conductive atmosphere and the relatively conductive earth refracts even nearby sources vertically downward into the subsurface, as dictated by Snell’s Law.
In a MMT survey, MT source fields must propagate down through the electrically conductive seawater, which behaves as a low-pass filter (Figure 2.3). For typical abyssal ocean depths of 4 km, MMT source fields at frequencies greater than ~0.1 Hz are attenuated below the detection threshold of modern seafloor electromagnetic field sensors. Because the higher frequency source fields are absent, shallow subsurface conductivity properties cannot be independently determined using MMT data alone, motivating the use of an active source at

Figure 2.3 Amplitude spectrogram of the north-south component of the seafloor electric field, measured by instrument KOALA during the CSEM portion of the APPLE experiment and adjusted for the receiver transfer function. 4.4 km of electrically conductive seawater filters out exo-atmospheric sources above ~0.01 Hz, motivating the use of an active source (4 Hz for APPLE). Ticks along the top indicate logger diskwrites; these create broadband noise. Microseisms, generated by seafloor gravity waves, displace the electrodes relative to each other at ~0.2 Hz [Webb and Cox, 1986], and increased in intensity due to a period of stormy weather centered on day 64. Low-frequency MT fields exhibit diurnal variation.
or near the seafloor. MMT data, furthermore, are subject to distortion due to galvanic bathymetric and coast effects [Heinson and Constable, 1992; Key, 2003].

A CSEM transmitter is used to generate an electromagnetic source current at the seafloor in the range $0.1 \leq f < 100$ Hz. An intrinsic advantage is that ambient noise is very weak above around 0.1 Hz, give or take a bit depending on water depth. Non-planar inductive source fields due to ocean currents moving conductive seawater through the earth’s magnetic field are present [Cox, et al., 1968] but typically minor at CSEM frequencies (Figure 2.3), [Chave and Luther, 1990]. Measurements in the North Pacific indicate correlation between barotropic (depth-independent) motion of the ocean and horizontal electric fields at the seafloor for $f \leq 2 \times 10^{-6}$ Hz ($T \geq 5$ days) [Luther, et al., 1991].

Figure 2.4 Conceptual diagram of CSEM data acquisition over mature oceanic lithosphere. The rate at which the horizontal electric field decays with distance from the transmitter is a function of lithospheric electrical conductivity. Sediment cover at the APPLE survey site was $< 100$ m. Layer thicknesses are approximate. (Top half of image courtesy S. Constable)
2.3.4 Implementation

At present, CSEM data are acquired by first deploying autonomous EM field sensors (receivers) to the seafloor (section 3.3). Receiver arrays, as seen from above, may be linear, gridded, circular, asterisk-shaped, etc. depending on the target of interest. A Horizontal Electric Dipole (HED) transmitter (section 3.2) is lowered to the seafloor at the end of a winch cable, and subsequently deeptowed behind the ship (Figure 2.4). Tow paths may also take on various patterns depending on the target. After completion of the transmitter tows, the receivers are released from their anchors by remote acoustic control and recovered onto the deck of the ship once they float to the surface.

Figure 2.5 (a) Normalized idealized 1 Hz transmitter current due to (b) a fully rectified 256 Hz applied harmonic voltage with a square-wave envelope. Cosine transform of (a) into the frequency domain using sft6 (section 3.4) reveals (c,d) power at the odd harmonics of the fundamental square wave frequency.
An AC voltage is applied across the dipole antenna, with seawater providing the return current path. The AC voltage typically follows a quasi-square wave (Figure 2.5, 3.8). A square wave can be decomposed into a sum of sinusoids at the odd-numbered harmonics of the fundamental square wave frequency; a square wave transmission waveform envelope thus creates energy at multiple frequencies. More elaborate waveforms have also been used to tailor the source amplitude spectrum [Constable and Cox, 1996].

Electric field time series measured by the receivers are transformed into the frequency domain at the transmission frequencies for subsequent analysis (section 3.4).

### 2.3.5 Modes

In CSEM parlance, the two “modes” typically discussed are the radial mode and the azimuthal mode (Figure 2.6). These names come from the solution of the horizontal electric fields in cylindrical components over a 1-D earth model (section 2.4.1).

For the isotropic 1-D case, the radial mode (\( \phi = 0^\circ, 180^\circ \)) is where the azimuthal component \( E_\phi \) goes to zero, and the azimuthal mode (\( \phi = 90^\circ, 270^\circ \)) is where the radial component \( E_\rho \) goes to zero (see equations (2.4.15) - (2.4.16)). At intermediate azimuths, the horizontal field can be decomposed into a harmonically proportioned sum of these two components. For propagation through a material of some particular conductivity, the two components exhibit differing rates of attenuation and phase lag with increasing source-receiver offset (Figure 2.9).

This modal description loses literal meaning in the presence of anisotropic media or higher-dimensional structure, but the terms tend to be used in practice regardless. They are also sometimes called the “in-line” (radial) and “broadside” (azimuthal) components.
2.3.6 Polarization ellipse parameters

The horizontal electric field measured at the seafloor is rarely the result of purely radial or azimuthal source-receiver geometry. Furthermore, experimental source-receiver geometries are subject to uncertainty. CSEM data are often characterized in terms of the polarization ellipse parameters [Smith and Ward, 1974] to help address these issues.

Beginning with orthogonal coincident measurements of the complex horizontal electric field \( E_1 = |E_1| e^{i\phi_1} \) and \( E_2 = |E_2| e^{i\phi_2} \), with magnitudes \(|E_1|\) and \(|E_2|\) and phases \(\phi_1\) and \(\phi_2\), the magnitudes of the major and minor axes of the polarization ellipse (Figure 2.7) are:
\[ P_{\text{MAX}} = |E_1| e^{i\Delta \varphi} \sin \alpha + |E_2| \cos \alpha \]  \hspace{1cm} (2.3.28)

\[ P_{\text{MIN}} = |E_1| e^{i\Delta \varphi} \cos \alpha - |E_2| \sin \alpha \]  \hspace{1cm} (2.3.29)

where \( \Delta \varphi = \varphi_1 - \varphi_2 \), with \( P_{\text{MAX}} \) oriented at a tilt angle \( \alpha \) counterclockwise from \( \hat{e}_2 \):

\[ \tan 2\alpha = \frac{2|E_2||E_1| \cos \Delta \varphi}{|E_2|^2 - |E_1|^2}. \]  \hspace{1cm} (2.3.30)

The angle \( \alpha_N = 90^\circ - \alpha \), positive clockwise from \( \hat{e}_1 \) (channel 1, or instrument north) to \( P_{\text{MAX}} \), was used to describe the APPLE data ellipse orientations.
$P_{\text{MAX}}$ is a more robust estimate of field magnitude than either individual component when the orientation of the seafloor receiver is uncertain, which is often the case. Furthermore, $\alpha$ is a function of $\Delta \varphi$, so the absolute source-receiver phase need not be known (which was the situation for CSEM data collected prior to circa 2002, including the data set analyzed in this dissertation). $P_{\text{MAX}}$ varies more gradually with relative transmitter azimuth than either individual component, making it less susceptible to geometric uncertainties. In addition, $P_{\text{MAX}}$ is by definition the largest component of the field, making it least susceptible to random noise.

### 2.4 Forward Modeling

Two algorithms were used to model CSEM data over a 1-D earth: one isotropic, the other incorporating a uniaxially anisotropic layer into an otherwise isotropic earth model. Both involve the application of numerical methods to find approximate solutions of analytic formulations, and were written in FORTRAN. Higher-dimensional modeling codes were not applicable to this data set – the geometric layout of the receiver array was not optimized for resolving 2- or 3-D conductivity structure across the survey site, nor did the single straight transmitter tow segment trend perpendicular to the geologic (and presumably geoelectric) strike.

#### 2.4.1 1-D, isotropic

The HED CSEM 1-D isotropic modeling code used in this study was first presented by Chave and Cox [1982] and later revisited by Flosadóttir and Constable [1996]. Evans [1991] and MacGregor [1997] have explored the formulation of the solution in considerable detail.
In an electrically homogeneous (and thus isotropic) model, any arbitrary EM field may be decomposed into two orthogonal modes, toroidal and poloidal, which satisfy Maxwell’s equations independently, and together describe the field completely. Their topological framework is a torus: poloidal currents and fluxes trace longitudinal circumferences, and toroidal, latitudinal. Toroidal $E$ is coupled to poloidal $B$, and *vice versa*. The use of mathematical modes that are orthogonal loops is underpinned by the physical reality that currents and fluxes flow in closed circuits that curl around each other.

Figure 2.8  Cylindrically symmetric computation of induction in a 1-D isotropic seafloor due to a point HED source is facilitated by the decomposition of electric field $E$ and magnetic flux $B$ into orthogonal toroidal and poloidal modes. Static dipole current lines are drawn in blue.
In the case of a dipole source over isotropic 1-D structure, it is useful to consider a torus with the source in the center and the pole of symmetry normal to the seafloor (Figure 2.8). Closed solutions of the fields exist in this formulation, and cylindrical symmetry allows for expedient analytical and numerical transformation between the spatial and horizontal wavenumber domains (through the use of a Fast Hankel Transform).

In a Cartesian coordinate system in which material properties vary only along \( \hat{z} \), any vector field \( \mathbf{N} \) may be decomposed into a combination of three scalar fields \( \vartheta, \psi, \chi \):

\[
\mathbf{N} = \nabla \vartheta + \nabla \times (\psi \hat{z}) + \nabla \times (\chi \hat{z}).
\] (2.4.1)

Applying this decomposition to the source current \( \mathbf{J}_S \),

\[
\mathbf{J}_S = \nabla \times (Y \hat{z}) + \nabla \times \nabla \times (\Xi \hat{z})
\] (2.4.2)

and, since conductivity only varies along \( \hat{z} \), explicitly separating the \( \hat{z} \) component from the horizontal (\( h \)):

\[
\mathbf{J}_S = J^z_S \hat{z} + \mathbf{J}^h_S
\] (2.4.3)

\[
\mathbf{J}_S = J^z_S \hat{z} + \nabla \cdot \Gamma + \nabla \times (Y \hat{z})
\] (2.4.4)

where \( J^z_S = -\left(\nabla^2 \Xi\right) \). \( \Gamma = \frac{\partial \Xi}{\partial z} \) and \( Y \) satisfy the Poisson equations:

\[
\nabla^2 \Gamma = \nabla \cdot \mathbf{J}^h_S
\] (2.4.5)

\[
\nabla^2 Y = -\left(\nabla \times \mathbf{J}^h_S\right) \cdot \hat{z}.
\] (2.4.6)

The poloidal component of the source current, described in equation (2.4.4) by \( J^z_S \hat{z} + \nabla \cdot \Gamma \), provides sensitivity to vertical variations in electrical conductivity, as poloidal currents must pass directly through layer boundaries. The toroidal component of the source current, described by \( \nabla \times (Y \hat{z}) \), is coupled to subsurface layers solely through induction – and
because subsurface toroidal currents rely on induction, they do not exist in the zero-frequency DC limit.

An HED source generates currents in both modes in this formulation, while a VED (vertical) source generates exclusively poloidal currents.

The decomposition of equation (2.4.1) is also applied to the magnetic flux induced in the subsurface by a harmonic $J_S^z$:

$$\mathbf{B} = \nabla \times (\Pi \hat{z}) + \nabla \times \nabla \times (\Psi \hat{z})$$  \hspace{1cm} (2.4.7)

where $\Pi$ represents the toroidal magnetic mode (coupled to poloidal $E$) and $\Psi$ represents the poloidal magnetic mode (coupled to toroidal $E$).

Inserting equations (2.4.4) and (2.4.7) into Maxwell’s equations (2.3.1)-(2.3.4) allows $E$ to be expressed in terms of these modal scalar potentials:

$$E = \frac{1}{\mu_0 \sigma} \nabla \times \nabla \times (\Pi \hat{z}) - \frac{1}{\sigma} \left( \mathbf{J}_S^z \hat{z} + \nabla \times \mathbf{\Gamma} \right) - i\omega \nabla \times (\Psi \hat{z})$$  \hspace{1cm} (2.4.8)

and the scalar potentials as a pair of differential equations

$$\nabla^2 \Psi - i\omega \mu_0 \sigma \Psi = -\mu_0 Y$$  \hspace{1cm} (2.4.9)

$$\nabla^2 \Pi + \sigma \partial_z \left( \frac{\partial \mathbf{\Pi}}{\sigma} \right) - i\omega \mu_0 \sigma \mathbf{\Pi} = -\mu_0 \mathbf{J}_S^z + \mu_0 \sigma \partial_z \left( \frac{\mathbf{\Gamma}}{\sigma} \right)$$  \hspace{1cm} (2.4.10)

which are subsequently converted into the horizontal wavenumber domain

$$\hat{\Pi}, \hat{\Psi}, \hat{\mathbf{\Gamma}}, \hat{\mathbf{Y}}, \hat{\mathbf{J}}_S^z (k_x, k_y, z)$$

via the Hankel transform

$$\hat{f}(k,z) = \int_0^\infty J_0(kr) r f(r,z) dr$$

$$f(r,z) = \int_0^\infty J_0(kr) k \hat{f}(k,z) dk$$
where $J_N(kr)$ is the Bessel function of order $N$, $k$ is the horizontal wavenumber, and $r = \sqrt{x^2 + y^2}$. Bessel functions are differential equation solutions that are finite at the origin and decay exponentially with distance as they oscillate, making them useful for calculating the propagation of diffusive EM waves in cylindrical coordinates. The Hankel transform is formally equivalent to a double Fourier transform:

$$\hat{A}(k_x, k_y) = \iint e^{i(k_x x + k_y y)} A(x, y) \, dx \, dy$$

$$A(x, y) = \iint e^{-i(k_x x + k_y y)} \hat{A}(k_x, k_y) \, dk_x \, dk_y$$

An improved Hankel transform algorithm [Anderson, 1989] was incorporated into the code of Chave and Cox [1982] by Flosadóttir and Constable [1996].

The dipole length is considered infinitesimal: for a HED at altitude $z'$ above the seafloor,

$$J_s = p \delta(x) \delta(y) \delta(z - z') \hat{x}$$  \hspace{1cm} (2.4.11)

where $p$ is the source dipole moment. This is a valid approximation at ranges greater than a few actual dipole lengths, and allows the Green’s function method to be used to solve the transformed differential equations for the scalar potentials while making use of the boundary conditions of section 2.3.2. The Green’s functions describe the propagation of the source field through the model, and contain diffusive “reflection coefficients” $R_{TM}$ and $R_{PM}$ that scale the secondary fields which emanate from, respectively, the boundaries between the various layers in the poloidal current case (toroidal magnetic TM induction), and from the layers themselves in the toroidal current case (poloidal magnetic PM induction):

$$R_{TM} = \frac{K \beta_w - \sigma_w}{K \beta_w + \sigma_w}$$  \hspace{1cm} (2.4.12)

$$R_{PM} = \frac{\Lambda \beta_w - 1}{\Lambda \beta_w + 1}.$$  \hspace{1cm} (2.4.13)
In seawater of conductivity $\sigma_w$ wave propagation is a function of $\bar{w} = k^2 - i\omega\mu_0\sigma_w$. The response functions

$$K = \left. \frac{\sigma_w\Pi}{\partial\Pi} \right|_{z=0} \quad \Lambda = \left. \frac{\Psi}{\partial z\Psi} \right|_{z=0}$$

contain all the information about the conductivity structure and are computed using recursion through the model.

The source function equation (2.4.11) is incorporated into the Poisson equations (2.4.5) - (2.4.6) to characterize $\Gamma$ and $Y$ in terms of $J_s$, and the Hankel transform is applied.

The seafloor EM field is computed through substitution back into equations (2.4.7) and (2.4.8) after inverse Hankel transform is applied to the modal scalars. The radial, azimuthal, and vertical components of $E$ in a transmitter-centered cylindrical coordinate system are:
\[ E_\rho = \frac{p \cos \phi}{4 \pi \sigma_w} \int_0^\infty dk \left( I(kr) \beta_w R_{TM} - \frac{i \omega \mu_0 \sigma_w}{\beta_w r} J_1(kr) R_{FM} \right) e^{-\beta_w (z+z')} \] (2.4.15) \\
\[ -\int_0^\infty dk \left( J_0(kr) k \beta_w - \frac{k^2}{\beta_w r} J_1(kr) \right) e^{-\beta_w |z-z'|} \]

\[ E_\phi = -\frac{p \sin \phi}{4 \pi \sigma_w} \int_0^\infty dk \left( \frac{\beta_w}{r} J_1(kr) R_{TM} - \frac{i \omega \mu_0 \sigma_w}{\beta_w} I(kr) R_{FM} \right) e^{-\beta_w (z+z')} \] (2.4.16) \\
\[ -\int_0^\infty dk \left( \frac{ik \omega \mu_0 \sigma_w}{\beta_w^2} J_0(kr) - \frac{k^2}{\beta_w r} J_1(kr) \right) e^{-\beta_w |z-z'|} \]

\[ E_z = -\frac{p \cos \phi}{4 \pi \sigma_w} \int_0^\infty dk \frac{J_1(kr)}{r} k^2 \left( R_{TM} e^{-\beta_w (z+z')} \pm e^{-\beta_w |z-z'|} \right) \] (2.4.17)

where \( I(kr) \equiv \left( k J_0(kr) - \frac{J_1(kr)}{r} \right) \), \( z \) is the receiver altitude (normally 0) and \( z' \) the transmitter height. Components of \( \mathbf{B} \) can be similarly computed. The radial component is usually denoted \( E_\rho \), even though \( r \) has been representing radial distance in this discussion to avoid confusion with resistivity.

The first term in brackets in equations (2.4.15) - (2.4.17) represents the EM field scattered by the surrounding conductivity structure, while the second term denotes the primary field traveling through a wholespace of \( \sigma_w \).

All azimuthal dependence is contained in the coefficient in front of the brackets. The relative contributions of the components vary harmonically with azimuth around the dipole. \( E_\rho \) and \( E_\phi \) diffuse differently (Figure 2.9) and combine at \( \phi \neq 0,90,180,270^\circ \) to generate elliptically polarized horizontal electric fields at the seafloor (Figure 2.10, Figure 2.11). It is noteworthy that both \( E_\rho \) and \( E_\phi \) contain contributions from both toroidal and poloidal modes.
Figure 2.10  The horizontal electric field polarization ellipse parameters at the seafloor over a 1,000 Ωm halfspace: (a) field intensity $P_{\text{MAX}}$; (b) ellipse eccentricity $P_{\text{MIN}} / P_{\text{MAX}}$; (c) ellipse orientation $\alpha_N$, which wraps at ±90°. Water depth is 4400 m, transmitter height is 100 m above the seafloor, and point unit HED is oriented north/south. Wedges indicate ±10° from pure radial and azimuthal modes. (d) Ellipse axes at several azimuths; normalized within each radius to its radial mode magnitude.
Figure 2.11  Same as Figure 2.10, but over a 10,000 Ωm halfspace.
2.4.2 1-D, anisotropic

The uniaxial electrically anisotropic forward modeling codes used in this study are based on the double half-space formulation of Yu and Edwards [1992], where the transmitter and receivers were assumed to be aligned with the principal axes of the conductivity tensor. To analyze the PEGASUS CSEM data, Everett and Constable [1999] computed the response of a transmitter aligned oblique to the anisotropic strike. For this analysis of the APPLE CSEM data, Everett, et al. [in preparation] compute the response of a three-layer 1-D subsurface, with a uniaxially anisotropic layer sandwiched between an isotropic top layer and basal halfspace. The seawater is modeled as a uniform halfspace, i.e. infinitely deep. Due to the great depth of the ocean at the APPLE survey site (4.4 km), high lithospheric resistivities, and relatively high sounding frequency of 4Hz, the effect of finite water depth on the data is insignificant, and can be safely neglected for the sake of analytic convenience and numerical efficiency.

Mark Everett wrote the code and ran a forward modeling study. The author of this dissertation assisted in the model studies and adapted the code for subsequent Marquardt inversion (section 2.5.1), under the supervision of Steven Constable.

In brief, the horizontal fields are solved component-wise along the primary axes of the anisotropy, \( x \) and \( y \). They are decomposed into up- and down-going diffusive terms, and the coefficients for the fields are solved in the horizontal wavenumber domain by application of boundary conditions and source terms. For the case of an obliquely oriented transmitter, the fields are computed for virtual transmitters aligned along both \( x \) and \( y \), and a harmonically scaled vector sum is found. Finally, the fields are transformed into the spatial domain via double Fourier transform.

Closed analytic solutions to the toroidal formulation of section 2.4.1 exist only in the 1-D isotropic case, so forward models of electrically anisotropic media cannot utilize the numerical
efficiency of a Fast Hankel Transform. Instead, the horizontal electric field components \( \hat{E}_x, \hat{E}_y \) are computed in the 2-D horizontal wavenumber domain \((k_x,k_y,z)\) and then converted into \( E_x, E_y \) in the spatial domain \((x,y,z)\) via a double Fourier transform:

\[
\hat{A}(k_x,k_y) = \int \int e^{i(k_xx+k_yy)} A(x,y) \, dx \, dy
\]

\[
A(x,y) = \int \int e^{-i(k_xx+k_yy)} \hat{A}(k_x,k_y) \, dk_x \, dk_y.
\]

Up until now, the scalar conductivity \( \sigma \) has been assumed to be independent of orientation. In an anisotropic medium, however, a diagonal matrix is used to represent the vector conductivity \( \sigma \):

\[
\sigma = \begin{pmatrix}
\sigma_x & 0 & 0 \\
0 & \sigma_y & 0 \\
0 & 0 & \sigma_z
\end{pmatrix}.
\]  

(2.4.18)

In the isotropic case \( \sigma_x = \sigma_y = \sigma_z \). In a uniaxially anisotropic medium, two of the tensor components share the same conductivity \( \sigma_\parallel \), with \( \sigma_\perp \) perpendicular to them (Figure 2.12). When \( \sigma_\parallel > \sigma_\perp \), “sheets” of increased conductivity within a more resistive medium are being modeled; when \( \sigma_\perp > \sigma_\parallel \), “rods” of increased conductivity. The anisotropic strike is defined as the horizontal direction where the horizontal and vertical conductivities are the same. Anisotropic strike is not necessarily equivalent to geologic strike.

The anisotropic medium may be characterized by the geometric mean conductivity

\[
\sigma_m \equiv \sqrt{\sigma_x \sigma_y \sigma_z}
\]  

(2.4.19)

and ratio of anisotropy

\[
f_a \equiv \frac{\sigma_\parallel}{\sigma_\perp}.
\]  

(2.4.20)
For the uniaxial case of $\sigma_x = \sigma_\perp$, the across-strike component $E_x$ within the anisotropic layer obeys the partial differential form of equation (2.3.13):

$$-rac{\sigma_\perp}{\sigma_\parallel} \frac{\partial^2 E_x}{\partial x^2} - \frac{\partial^2 E_x}{\partial y^2} - \frac{\partial^2 E_x}{\partial z^2} + i \omega \mu_0 \sigma_\perp E_x = 0.$$  \hspace{1cm} (2.4.21)

Upon applying a double Fourier transform, this becomes an ordinary differential equation in the horizontal wavenumber domain:

$$\frac{d^2 \hat{E}_x}{dz^2} - \beta_\perp^2 \hat{E}_x = 0.$$  \hspace{1cm} (2.4.22)
where

\[ \beta_\perp \equiv \sqrt{\frac{\sigma_\perp}{\sigma_\parallel}} \left( k_x^2 + k_y^2 + i\omega \mu_0 \sigma_\perp \right). \]

The magnetic field component can be similarly derived:

\[ \frac{d^2 \hat{B}_x}{dz^2} - \beta_\parallel^2 \hat{B}_x = 0 \] (2.4.23)

where

\[ \beta_\parallel \equiv \sqrt{k_x^2 + k_y^2 + i\omega \mu_0 \sigma_\parallel}. \]

A subset of the APPLE data was modeled by computing the response of a three-layer subsurface model, with an anisotropic layer between an isotropic upper layer and basement. In the isotropic model layers, equations (2.4.22) and (2.4.23) are valid, but with

\[ \beta_n \equiv \sqrt{k_x^2 + k_y^2 + i\omega \mu_0 \sigma_n} \]

where the subscript \( n = 0 \) denotes the seawater, \( n = 1 \) the top layer, and \( n = 3 \) the basal halfspace.

In each layer of the model, the EM field is decomposed into up- and down-going diffusive terms. Between the transmitter and the seafloor,

\[ \hat{E}_x^0 = \Gamma_E e^{-\beta_0 z} + A e^{\beta_0 z} \] (2.4.24)

\[ \hat{B}_x^0 = \Gamma_B e^{-\beta_0 z} + B e^{\beta_0 z}. \] (2.4.25)

The known source terms \( \Gamma_E, \Gamma_B \) scale the down-going fields, while the up-going coefficients \( A, B \) are a function of the subsurface conductivity. In the top layer,

\[ \hat{E}_x^1 = C e^{-\beta_1 z} + D e^{\beta_1 z} \] (2.4.26)
\[ \hat{B}_x^i = E e^{-\beta_i z} + F e^{\beta_i z}. \] (2.4.27)

In the anisotropic layer, the fields vary differently with \( z \):

\[ \hat{E}_x^2 = G e^{-\beta_2 z} + H e^{\beta_2 z} \] (2.4.28)

\[ \hat{B}_x^2 = I e^{-\beta_2 z} + J e^{\beta_2 z}. \] (2.4.29)

In the underlying basement halfspace, there is no up-going component:

\[ \hat{E}_x^3 = K e^{-\beta_3 z} \] (2.4.30)

\[ \hat{B}_x^3 = L e^{-\beta_3 z}. \] (2.4.31)

In each layer, the \( y \)-component (aligned with the electrical strike) is a function of the \( x \)-component. In the isotropic layers,

\[ \hat{E}_{y}^n = \frac{k_x k_y \hat{E}_x + i \omega \partial_z \hat{B}_x}{\tau_n^2} \] (2.4.32)

\[ \hat{B}_{y}^n = \frac{-\mu_0 \sigma_n \partial_z \hat{E}_x + k_x k_y \hat{B}_x}{\tau_n^2} \] (2.4.33)

while in the anisotropic layer \((n=2)\),

\[ \hat{E}_{y}^{n=2} = \frac{k_x k_y \hat{E}_x + i \omega \partial_z \hat{B}_x}{\tau_{l_1}^2} \] (2.4.34)

\[ \hat{B}_{y}^{n=2} = \frac{-\mu_0 \sigma_n \partial_z \hat{E}_x + k_x k_y \hat{B}_x}{\tau_{l_1}^2} \] (2.4.35)

where \( \tau_n \equiv \sqrt{k_x^2 + i \omega \mu_0 \sigma_n} \) and \( \tau_{l_1} \equiv \sqrt{k_x^2 + i \omega \mu_0 \sigma_{l_1}} \).

Applying the boundary conditions of section 2.3.2 yields 12 linear complex equations for the 12 coefficients \( A-L \), which are solved using the LAPACK routine \texttt{dgesv}. 

\[ \hat{B}_x^i = E e^{-\beta_i z} + F e^{\beta_i z}. \] (2.4.27)
Figure 2.13 Log spaced contours of electric field magnitudes over two halfspace models, one isotropic and the other anisotropic representing y-directed vertical sheets of increased conductivity with \( f_a = 10 \) and \( \sigma_m = 3.16 \times 10^{-3} \) S/m. The transmitter is oriented at 45° to the anisotropic axes. Both models predict the same field strength parallel to the anisotropic strike; this is a robust feature of uniaxial anisotropy. [adapted from Everett and Constable, 1999]
The source terms $\Gamma_E, \Gamma_B$ are wavenumber domain solutions for a HED in a wholespace of seawater conductivity $\sigma_0 = \sigma_w$. For an $x$-directed HED of moment $p$ at height $h$ above the seafloor,

$$\Gamma_E = -\frac{\pi^2 p}{2\sigma_0 \beta_0} e^{-\beta_0 h} \quad (2.4.36)$$

$$\Gamma_B = 0. \quad (2.4.37)$$

For a $y$-directed HED,

$$\Gamma_E = -\frac{k_x k_y p}{2\sigma_0 \beta_0} e^{-\beta_0 h} \quad (2.4.38)$$

$$\Gamma_B = -\frac{\mu_0 p}{2} e^{-\beta_0 h}. \quad (2.4.39)$$

Once all 12 coefficients have been computed for a given conductivity model, the horizontal electric fields at the seafloor are found by solving equations (2.4.24), (2.4.25), and (2.4.32) for $n = 0, \ z = 0$:

$$\hat{E_x}(k_x, k_y, z = 0) = \Gamma_E + A \quad (2.4.40)$$

$$\hat{E_y}(k_x, k_y, z = 0) = \frac{k_x k_y (\Gamma_E + A) - i\omega \beta_0 (\Gamma_B - B)}{\tau_0^2}. \quad (2.4.41)$$

Equations (2.4.40) and (2.4.41) describe the field for hypothetical transmitters aligned parallel or perpendicular to the uniaxial anisotropic strike. For the case of a transmitter oriented at some angle $\theta_T$ with respect to the strike of anisotropy $y$, the model response is a geometric mix of the $x$- and $y$-directed transmitter responses:
\[ \hat{E}^\theta_x = \hat{E}_x^X \cos \theta_T + \hat{E}_x^Y \sin \theta_T \]  

(2.4.42)

\[ \hat{E}^\theta_y = \hat{E}_y^X \cos \theta_T + \hat{E}_y^Y \sin \theta_T \]  

(2.4.43)

where the superscript indicates transmitter orientation. In the final step, the fields are converted into the spatial domain via double Fourier transform.

For fixed source-receiver geometry, varying \( \theta_T \) produces patterns in the seafloor horizontal electric field polarization ellipse parameters that are indicative of anisotropic
subsurface conductivity (Figure 2.14). Regardless of the transmitter orientation, the electric field component aligned parallel to the anisotropic strike is identical to that predicted by the isotropic model with \( \sigma_s \) as the layer conductivity [Everett and Constable, 1999] (Figure 2.13).

### 2.5 Inversion Methods

Forward computations of seafloor electromagnetic fields are non-linear. Furthermore, electromagnetic sounding data are noisy and incomplete: any realistic data set is satisfied by an infinite number of conductivity models. Regardless, a preferred model (or set of models) is desired for interpretation of the data. *Regularization* is the application of additional constraints to find particular solutions to non-unique problems.

Two different inversion methods, *Marquardt* and *Occam*, were used to invert subsets of the APPLE CSEM data. Both were written in FORTRAN. Marquardt is a parameter-fitting method that employs a biased estimator to find the minimum misfit model nearest to a particular initial guess, regularized in this study through coarse parameterization of the model. Occam is a regularized method used to find the minimum roughness model for a given misfit tolerance. The Marquardt method was also used to invert acoustic navigation data to estimate the deployed locations of several seafloor receivers (section 3.3.1). A review of inversion concepts and methods for DC resistivity soundings has been presented by Narayan, *et al.* [1994]; their example is loosely followed here.

A forward modeling algorithm \( \mathbf{F} \) produces a set of \( N \) synthetic data \( \mathbf{d} \) that would be measured over an earth modeled with \( M \) variable parameters \( \mathbf{p} \) (*i.e.* layer resistivities) and some number of fixed model parameters \( \mathbf{x} \) (*i.e.* layer thicknesses, source-receiver geometries):

\[
\mathbf{d} = \mathbf{F}[\mathbf{p}, \mathbf{x}].
\]  

(2.5.1)
In general, the goal of a least-squares inversion method is to find a vector $\mathbf{p}^*$ that minimizes the weighted squared misfit $X^2$ of the predicted data $\mathbf{d}$ to the real data $\mathbf{d}^*$, which are uncertain with standard deviations $s_i$:

$$X^2 = \sum_{i=1}^{\mathcal{N}} \frac{(d_i - d_i^*)^2}{s_i^2}.$$  \hspace{1cm} (2.5.2)

In the case of zero-mean Gaussian data uncertainty that is uniform across the data set and independent for each variable, $X^2$ is distributed as $\chi^2$. In reality, CSEM data (at sufficiently large transmitter-receiver offsets to overcome systematic navigational uncertainties) follows all but the uniformity condition, motivating the use of a diagonal $\mathcal{N} \times \mathcal{N}$ weighting matrix $\mathbf{W}$ that contains the reciprocal standard deviations:

$$\mathbf{W} = \begin{bmatrix}
\frac{1}{s_1} & 0 \\
0 & \frac{1}{s_2} \\
& \ddots \\
0 & 0 & \frac{1}{s_N}
\end{bmatrix}.$$  \hspace{1cm} (2.5.3)

The data misfit is also often described in terms of the Root-Mean-Squared (RMS) value:

$$\text{RMS} \equiv \sqrt{\frac{X^2}{\mathcal{N}}}.$$  \hspace{1cm} (2.5.4)

When data misfit is equal to data uncertainty, the expectation value of $X^2$ is $\mathcal{N}$. An RMS value of 1.0, therefore, is usually the desired misfit.

The goal of regularized inversion is more complicated – a functional is minimized that weighs data misfit against some other aspect of $\mathbf{p}$, such as model “roughness”, or distance from some set of parameters which apply a particular bias to the model.
2.5.1 Marquardt inversion

The ridge regression method formulated by Marquardt [1963; 1970] is an established and stable technique for the inversion of electromagnetic sounding data [e.g., Inman, 1975; Petrick, et al., 1977]. The Marquardt inversion code used in this work was originally written by Steven Constable based on the algorithm of Bevington [1969]. The author of this dissertation adapted the code for use with the anisotropic forward modeling code of section 2.4.2.

In component form, the Taylor expansion of $F$ about an initial vector of variable parameters $p^0$ is

$$d_i = F_i[p, x] \quad i = 1, N$$

$$d_i = F_i[p^0, x] + \left( F^*_i[p^0, x] \right)(p - p^0) + \tilde{c}$$

$$d_i = d^0_i + \sum_{j=1}^{M} \frac{\partial F_i}{\partial p_j} \delta p_j + \tilde{c}$$

When $F$ is linear, the higher-order terms $\tilde{c}$ are exactly zero. When $F$ is nonlinear, as in the case of CSEM sounding, a local linear approximation can be made by simply neglecting $\tilde{c}$. The linear, matrix form of equation (2.5.7) is

$$\delta d = A \delta p$$

where $\delta d = d - d^0$ results from a step in parameters $\delta p = p - p^0$. The $N \times M$ matrix operator $A$ is the *Jacobian*, the gradient of $F$ with respect to $p$ at $p^0$:

$$A = \nabla_p F[p^0, x].$$

In component form,
This simple linear approximation of the Jacobian at $p^0$ is used in the Marquardt technique, while a more sophisticated method is used to deal with nonlinearity in the Occam technique. As a result, Marquardt inversion requires an initial guess $p^0$ that is relatively close to the minimum-misfit solution $p^*$, which it steps towards over the course of a few iterations. Occam inversions, in contrast, may start from a uniform halfspace to avoid applying prejudice to the solution.

Once the Jacobian has been calculated, the linear least-squares solution to equation (2.5.7) may be found by computing

$$\delta p = \left( A^T A \right)^{-1} A^T \delta d.$$  

To step towards the minimum misfit solution, $\delta d^* = d^* - d^0$ is used. The weighting matrix $W$ is applied to account for data uncertainties:

$$\delta p = \left( (WA)^T WA \right)^{-1} \left( (WA)^T W \right) \delta d^*.$$  

In practice, one or more of the parameters $p$ may be poorly determined, leading to near-zero eigenvalues of $(WA)^T WA$, leaving it rank-deficient, thus nearly singular and unfit for stable inversion. Marquardt’s method of dealing with this problem is to add a small positive constant $\lambda$ to the diagonal elements of $(WA)^T WA$ prior to inversion:

$$\delta p = \left( (WA)^T WA + \lambda I \right)^{-1} \left( (WA)^T W \right) \delta d^*.$$  

This technique is also known as ridge regression, or damped least-squares. Any small eigenvalues of the matrix to be inverted are increased by $\lambda$, stabilizing the inversion. A large
value of $\lambda$ obscures the small eigenvalues, leading to a more stable algorithm that is sensitive to only the most strongly constrained features of the model. Ridge regression with large $\lambda$ is appropriate away from the solution, i.e. when $d^{10}$ is also relatively large, but converges slowly because the eigenvectors of the inverted matrix $\left( (WA)^T WA \right)^{-1}$ have been scaled down. For this reason, ridge regression is said to provide a biased estimate of $\delta p$. Ridge regression with small $\lambda$ converges rapidly near a minimum misfit solution, but may diverge away from any minima.

An iteration of the Marquardt inversion algorithm used in this study begins with the forward computation of $d^0$ at $p^0$, along with the initial misfit vector $\delta d^{10} = d^* - d^0$ and misfit $X_0^2$. The weighted Jacobian $WA$ is computed at $p^0$.

Next, the matrix $(WA)^T WA + \lambda I$ is computed using an initial $\lambda=0.01$. If it is not positive definite to numerical precision (a prerequisite for the numerical inversion method used), $\lambda$ is increased by a factor of 10. Matrix inversion is then performed using the Cholesky factorization code of R. L. Parker, and equation (2.5.13) is solved for the parameter correction vector $\delta p$.

A forward computation using the new parameter vector $p^1$ yields $d^1$ of misfit $X_1^2$; if the misfit increases, the code re-iterates with $\lambda$ increased by a factor of 10 each time until the fit improves.

The algorithm continues to iterate until either convergence $(X_0^2 - X_1^2)/X_0^2 < 10^{-4}$ (yielding $p^*$) or excessive damping $\lambda > 10^{10}$ occurs.

Upon convergence, the parameter covariance matrix is computed at $p^*$ to assess how well the model parameters are determined by the data:
An estimate of the standard deviation of each parameter comes from taking the square root of the associated diagonal element of \( \text{cov}(\mathbf{p}^*) \). The normalized correlation coefficients between parameters are found through normalization of the covariance matrix:

\[
\text{cor}(p_{ij}^*) = \frac{\text{cov}(p_{ij}^*)}{\left[ \text{cov}(p_{ii}^*) \cdot \text{cov}(p_{jj}^*) \right]^{1/2}}. \tag{2.5.15}
\]

If \( |\text{cor}(p_{ij}^*)| = 1.0 \), the relationship between parameters \( i \) and \( j \) is, by implication, linear. If \( \text{cor}(p_{ij}^*) = -1.0 \), only the product \( p_i p_j \) is well determined. If \( \text{cor}(p_{ij}^*) = +1.0 \), only the ratio \( p_i / p_j \) is well determined.

### 2.5.2 Occam inversion

The Occam inversion method of Constable, et al. [1987] was designed to fit the data to a given misfit tolerance, regularized through minimization of the “roughness” \( R \) of the model. Occam was used to invert several subsets of CSEM data, with the 1-D isotropic modeling code of section 2.4.1 as the forward operator. Layer resistivities were variable parameters \( \mathbf{p} \), and layer thicknesses were fixed parameters \( \mathbf{x} \) (Figure 2.15). Deeper layers were exponentially thicker; this is physically appropriate due to the exponential decrease in sensitivity with depth inherent in induction sounding.

Roughness is defined as the integrated square of the first or second derivative of resistivity \( \mathbf{p} \) vs. depth:

\[
R_i = \int (dp/dz)^2 dz \tag{2.5.16}
\]
Minimizing $R_1$ for a given misfit tolerance $X_{\text{tol}}^2$ finds the “smoothest” model, and so any structure present is essential to fitting the data. Minimizing $R_2$ penalizes departures from a linear trend in $p$ vs. depth. It is important to note that abrupt, significant jumps in resistivity may very well occur in the real earth; these will be spread out across several model layers in a smooth inversion. The relatively long wavelengths of the diffusive electromagnetic waves generated in a CSEM sounding prevent high-resolution recovery of resistivity contrast interfaces, however, so a smoothing constraint fits the inherent resolution of the method.

In matrix notation, the roughness of a discrete model is computed by Euclidian norm

$$R_1 = \| \partial p \|^2$$

(2.5.18)
where the $M \times M$ first-differencing operator is

$$\partial = \begin{bmatrix}
0 & 0 \\
-1 & 1 \\
-1 & 1 \\
\vdots & \vdots \\
0 & -1 & 1
\end{bmatrix}. \quad (2.5.20)$$

The data misfit can also be expressed as a Euclidian norm:

$$X^2 = \left\| Wd^* - F[p, x] \right\|^2. \quad (2.5.21)$$

This functional was minimized in Marquardt inversion; an Occam inversion finds the minimum of a functional that incorporates the model roughness ($R_1$ in this case) and target misfit $X^2_{\text{tol}}$, as well:

$$U = \left\| \partial p \right\|^2 + \frac{\xi^{-1}}{2} \left\{ \left\| Wd^* - F[p, x] \right\|^2 - X^2_{\text{tol}} \right\}. \quad (2.5.22)$$

where $\xi$ is a Lagrange multiplier that weighs data misfit against model smoothness. Null values of the gradient $\nabla_p U$ yield stationary values of $U$, and thus extremal values of $R_1$, including, of course, the minimum.

Occam is an iterative scheme; for sufficiently small steps $\delta p = p^1 - p^0$, the Taylor expansion of equation (2.5.5) is again used:

$$F[p^0 + \delta p] = F[p^0] + A_0 \delta p + \tilde{\varepsilon} \quad (2.5.23)$$

where $A_0$ is the Jacobian evaluated at $p^0$. Ignoring the higher order terms $\tilde{\varepsilon}$ to linearize the nonlinear problem, the functional $U$ becomes
\[ U = \| \partial \mathbf{p} \|^2 + \xi^{-1} \left\{ \left\| \mathbf{W} \left( \mathbf{d}^* - \mathbf{F} \left[ \mathbf{p}^0 \right] + \mathbf{A}_0 \mathbf{p}^0 \right) - \mathbf{W} \mathbf{A}_0 \mathbf{p}^1 \right\|^2 - X_{\text{tol}}^2 \right\}. \] (2.5.24)

Setting the gradient \( \nabla_{\mathbf{p}} U \) equal to zero; solving for \( \mathbf{p}^1 \) will yield the model that minimizes \( U \):

\[ \mathbf{p}^1(\xi) = \left[ \xi \partial^T \partial + \left( \mathbf{W} \mathbf{A}_0 \right)^T \mathbf{W} \mathbf{A}_0 \right]^{-1} \left( \mathbf{W} \mathbf{A}_0 \right)^T \mathbf{W} \left( \mathbf{d}^* - \mathbf{F} \left[ \mathbf{p}^0 \right] + \mathbf{A}_0 \mathbf{p}^0 \right). \] (2.5.25)

The model misfit is now a function of \( \xi \):

\[ X^2_{\mathbf{p}}(\xi) = \left\| \mathbf{W} \mathbf{d}^* - \mathbf{W} \mathbf{F} \left[ \mathbf{p}^1(\xi) \right] \right\|^2. \] (2.5.26)

Sweeping through values of \( \xi \) minimizes the misfit in early iterations, and keeps the misfit at \( X^2_{\text{tol}} \) in later iterations, when roughness is being minimized.

Convergence is defined numerically as \( \| \partial \mathbf{p} \|^2 \leq 10^{-4} \), the algorithm quits after 99 iterations if it has not yet converged. It was observed that if convergence was to occur at all, it nearly always did so within 20 iterations (Table 4.3). All models presented in the analysis have been run to convergence, unless otherwise noted.

The functional \( U \) was for some inversions modified to include a model prejudice term:

\[ U = \| \partial \mathbf{p} \|^2 + \xi^{-1} \left\{ \left\| \mathbf{W} \left( \mathbf{d}^* - \mathbf{F} \left[ \mathbf{p}^0 \right] + \mathbf{A}_0 \mathbf{p}^0 \right) - \mathbf{W} \mathbf{A}_0 \mathbf{p}^1 \right\|^2 - X_{\text{tol}}^2 \right\} + \upsilon \| \mathbf{p}^1 - \mathbf{p}^{\text{proj}} \|^2 \] (2.5.27)

where \( \mathbf{p}^{\text{proj}} \) is the prejudice model and \( \upsilon \) assigns a relative weight to the prejudice term. A value of \( \upsilon = 10 \) was used in this study (section 4.3.2); \( \upsilon = 1 \) had little effect on the inversion, while \( \upsilon = 100 \) completely overwhelmed the other terms in \( U \).
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Chapter 3

Data Acquisition and Processing

3.1 Introduction

In this chapter, acquisition and processing of the APPLE CSEM data set will be described: the equipment used in the field, instrument positions and orientations, data reduction routines, and data uncertainty analysis.

In brief, eight receivers were deployed around a 30 km radius circle, with several more deployed at the center (Figure 3.1). The transmitter was towed around the perimeter of this circle to test for anisotropic conductivity; the other tow paths provide supplementary data. The western part of the large circle was towed during days 61 and 62; the semicircle and long
radial tow during days 63 and 64, and the eastern circle on days 66 and 67 (Table 3.1). (These are ordinal dates of the year 2001, which run from 1 [Jan 1] to 365 [Dec 31]; the term Julian Date is sometimes used to name this convention.)

For all of the navigation work described herein, latitudes and longitudes (computed by the ship’s navigational software from GPS positioning using the WGS84 spheroid) were converted to a UTM projection, based on the Clark 1866 spheroid, with the equator as basal latitude and 129°W as the central meridian. (The available UTM code used was hardwired for the Clark spheroid; it has earth radii that are within 500 m of more recently developed spheroids (such as WGS84). Across the ~100 km APPLE CSEM survey area, relative geometric relationships between data acquisition equipment are not significantly affected by

Figure 3.1  Transmitter tow paths with receiver names and locations. (UTM Projection)
The R/V Thompson acquired GPS positions using P-Code, and her navigation log, which was updated automatically every minute, on the minute, was the dataset upon which all equipment positions were based. The lateral offset between the GPS antenna and the hull transducer was accounted for when surveying seafloor instruments (section 3.3.1) and estimating transmitter position using ship track bathymetry (section 3.2.2).

### 3.2 Transmitter

The transmitter used in this experiment was the Deeptowed Active Source Instrument (DASI), operated by Southampton Oceanography Centre (SOC). High voltage at low current was fed down the winch cable to the main body of DASI, where it was transformed into low voltage, high amperage current between two electrodes: one near the body, and the other trailing 100 m behind the first; an arrangement which creates a horizontal electric dipole. The seawater carries the return current. The output current was governed by a fully rectified quasi-square waveform, with a zero-to-peak amplitude of ~135 A. The resulting dipole moment was

<table>
<thead>
<tr>
<th>Time (Julian Date, 2001)</th>
<th>Tow Path Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>061:06:30:00</td>
<td>61.270833</td>
</tr>
<tr>
<td></td>
<td>Start West Circle</td>
</tr>
<tr>
<td>062:18:30:00</td>
<td>62.770833</td>
</tr>
<tr>
<td></td>
<td>End West Circle</td>
</tr>
<tr>
<td>063:00:42:00</td>
<td>63.029167</td>
</tr>
<tr>
<td></td>
<td>Start Semicircle</td>
</tr>
<tr>
<td>063:11:00:00</td>
<td>63.458333</td>
</tr>
<tr>
<td></td>
<td>Start Long Radial Tow</td>
</tr>
<tr>
<td>064:11:00:00</td>
<td>64.458333</td>
</tr>
<tr>
<td></td>
<td>End Long Radial Tow</td>
</tr>
<tr>
<td>066:06:38:00</td>
<td>66.276389</td>
</tr>
<tr>
<td></td>
<td>Start East Circle</td>
</tr>
<tr>
<td>067:17:30:00</td>
<td>67.729167</td>
</tr>
<tr>
<td></td>
<td>End East Circle</td>
</tr>
</tbody>
</table>

Table 3.1 Transmitter tow path timeline.
7040 Am at the fundamental frequency of 4 Hz. This dipole moment estimate comes from transforming the waveform, as captured by a “piggyback” logger on DASI’s frame, into the frequency domain – work done by Lucy MacGregor of SOC.

DASI was deeptowed at the end of a winch line at a mean altitude of 90 m above the seafloor (Figure 3.2). A 1 Hz stream of data from an acoustic altimeter mounted on DASI’s frame allowed for continuous, real-time active control of transmitter height via the winch. Altitude was kept within 10 m of the target value. DASI also carried a pressure-sensitive depth gauge, the measurements from which were also recorded once every second.

Ship speed was restricted to 1 - 2 kts during deeptow operations (Figure 3.3) (1 kt = 1.852 km/hr = 30.83 meters/minute = ½ m/s). This slow speed was maintained for several reasons. A small winch line angle affords better vertical control of the deeptow package. Keeping it closer, laterally, to the ship also reduces the uncertainty in transmitter position and orientation. Furthermore, a slowly moving transmitter means that longer stack frames can be analyzed during data processing (section 3.4.2.3).
3.2.1 Tow Extent

DASI was towed 7/8 of the way around a 30 km radius circle, in a smaller semi-circle of approximately 15 km radius around receiver QUAIL, and on a long radial tow away from the center receivers, transmitting continuously out to a range of 70 km (Figure 3.1).

The proposed experiment design also called for a 5 km radius tow around the center of the array, another, partial circular tow at 50 km radius, and an additional, orthogonal radial tow. The R/V Thompson, however, arrived late in San Diego prior to the experiment, eliminating 2.5 days of time at sea; winch installation cost another day. Furthermore, a strong storm (40 kt winds, 5-10 m swell) passed through the area during transmitter deeptow operations, costing nearly 40 hours of transmission time. It arrived as the west side of the circle was being completed; maintaining the ship’s heading into the wind fortuitously resulted in the small semi-circle and long radial tows.

Figure 3.3 In order to maintain a steep wire angle, transmitter tow speeds were kept as slow as the sea state would allow. Inclement weather on days 63-64 is visible as increased scatter in the data.
Navigational uncertainty is a significant issue in CSEM data analysis, especially at short source-receiver offsets and in mixed-mode orientations. When operating in shallower water (depth < 3 km), hull mounted short baseline acoustic navigation systems can be used to track, ideally, both the head and tail of the transmitter. APPLE, however, was carried out in ~4400 m water depth, and with no acoustic ranging of any sort between the ship and the transmitter.

An initial attempt was made to chart the transmitter’s location along the ship track by simply assuming a triangle with the ship’s acoustically determined water depth on one side
(minus transmitter height) and the winch wire out as hypotenuse. A few variations on this idea were tried (i.e. using the pressure gauge inferred DASI depth as a triangle side; retracing along the arc of the ship track instead of along a chord). The maximum electric field magnitudes measured by the receivers and the shortest source-receiver offsets were, however, misaligned systematically by at least a kilometer or two. This method was placing the transmitter too close to the ship. The likely culprit is the wire-out estimate: it was not recorded automatically in the ship’s log, so the manual log, recorded at 15 minute intervals, was the only estimate available. In addition, the wire-out value may have been poorly calibrated, or may not have been zeroed properly.

Since DASI carried a pressure depth gauge and a bottom-ranging acoustic transponder, data from these instruments were combined to generate a bathymetric profile along DASI’s tow path. When compared with the bathymetric profile along the GPS-determined ship track (Figure 3.4), a high degree of correlation is obvious. The calibration offset of the pressure depth gauge jumped several times during the deeptow. After removing these offsets, the peaks and valleys of the two profiles were correlated manually. The transmitter was then simply assigned to the same position that the ship had been over the same bathymetric feature.

The position estimates obtained from these two methods differ systematically (Figure 3.5). Cubic splines were used to interpolate the correlated position picks; this was done independently in Northing vs. time and Easting vs. time. When the splined correlated transmitter positions were merged with the electric field data, maximum field strength corresponded with shortest source-receiver offset (except for one anomalous instrument; section 3.4.2.2).
Figure 3.5  Two estimates of transmitter position. The blue lines are from retracing the ship track by a distance determined by creating a triangle with the transmitter depth on one side and the winch wire out as hypotenuse. The red lines are cubic splines through points determined by correlating the bathymetric profile at DASI with the profile below the ship. The correlation method produced a more accurate estimate, based on comparison with the electric field magnitudes measured by perimeter instruments, and was used in data processing.

Figure 3.6 illustrates the process of estimating transmitter azimuth (here, synonymous with geodetic orientation). Retracing the ship track and choosing the course over ground (COG) value is clearly unrealistic, due to the amount of scatter. The correlated azimuth value was therefore computed by averaging 21 minutes worth of COG values, centered at the correlation pick. These azimuth picks were then interpolated by cubic spline.
These splined correlation picks became the navigational parameters used for merger with the electric field data. Figure 3.7 summarizes the preferred navigation parameters used for data processing.

In regards to the uncertainty of these estimated navigational parameters, it is highly unlikely that the transmitter followed the ship track exactly; indeed, while towing a curved path, the transmitter tends to trace a curve inside that of the ship, when seen from above.

Figure 3.6 (a) Three estimates of the geodetic orientation of the transmitter. The cyan dots correspond to the cyan lines in Figure 3.5; this retracing method was found to be biased and was rejected. Correlated azimuth values are means of 21-minute data segments centered at the correlation pick, with a cubic spline interpolating (represented in red). The black line comes from the first difference of the splined positions in Figure 3.5. The red line was used for data processing, but the black line estimate is equally valid; the RMS difference between the two (b) provides an estimate of uncertainty.
Another concern is that currents could push the transmitter horizontally away from the hypothetical tow path, or yaw the transmitter antenna. Furthermore, the sampling period of the ship’s navigation log is one minute, which corresponds to ~ 40 meters of motion during deeptow operations. It is reasonable to assume uncertainty in the location on the order of 100 m.

An estimate of the uncertainty in azimuth comes from comparing the splined correlated picks with the first difference of the splined location picks. RMS values for the three main segments (western part of the large circle; semicircle and long radial tow; eastern part of the large circle) are 2.62°, 7.99°, and 1.96°, respectively.

The discussion of data uncertainty will be continued in section 3.5.
3.2.3 Clock Drift and Transmission Frequency

DASI’s transmission frequency was regulated by a quartz crystal oscillator, internal to the deeptowed transformer package. This clock was, unfortunately, not stable enough to produce a constant output frequency: its primary linear drift shifted the mean transmission frequency away from the intended 4.00 Hz; higher-order components of the clock drift caused the transmission frequency to wander about this mean.

An FFT of the electric field time series at perimeter receiver CROC during the nearest approach of DASI yielded a mean transmission frequency of 3.99 Hz. To get a more precise estimate, data from receiver KOALA at the shortest source-receiver offset and coincident data from the DASI piggyback logger were analyzed more carefully. First, the sinusoid which best fit the electric field time series in the least squares sense (section 3.4.2.1) was computed for a range of frequencies centered about 3.99 Hz. Then, for each frequency \( f \) the residual \( R \) to the fit was computed as the 2-norm of the difference between the data and the parameter fit, integrated over the time series by use of the trapezoidal rule:

\[
R(f) = \frac{1}{2f_s} \sum_i \left( E(t_i) - A(f)\sin(2\pi ft_i) + B(f)\cos(2\pi ft_i) \right)^2
\]  

(3.3.1)

where \( f_s \) is sampling frequency, \( E \) is the electric field data, and \( A \) and \( B \) are the best-fit sinusoid coefficients. Data from KOALA were analyzed: 120 seconds of time series starting at JD 063:08:30:00 (Figure 3.8 b,c). Data from DASI’s piggyback logger were also analyzed: file 110a, which contains 35 minutes of data, sampled at 125 Hz, starting at 063:08:18:21 (Figure 3.8 a,d). The minimum values of \( R(f) \) occur at a mean of \( f = 3.9889 \) Hz, and vary by +/- 0.0006 Hz. A fundamental transmission frequency of 3.9889 Hz was, therefore, used to process the electric field data from all instruments in the array.
The largest, linear portion of the clock drift (3 ms per second, equal to 10 seconds per hour) was thus remedied by adjusting the data processing frequency. Initial data processing indicated two slightly different rates of linear clock drift, as well the presence of higher order terms on day 62; these were compensated for by directly applying corrective terms to the phase drift in the data – see section 3.4.2.2 for further discussion.

The unfortunate consequence of the severe, variable clock drift is that absolute phase data are fundamentally unavailable for interpretation. All CSEM transmitters are now regulated with GPS time, leaving this complication in the past.

Figure 3.8 (a) Transmitted waveform as recorded by the piggback logger at time JD 063:08:18:21. An imprecise clock in DASI caused the transmission frequency to drift away from the intended 4 Hz. (b) Two minutes of high signal-to-noise ratio data from KOALA were transformed at a range of frequencies. The minimum residual indicates the true transmission frequency. (c) A denser array of frequencies was investigated near the minimum misfit. (d) 35 minutes of data from DASI’s piggback logger, coincident with the KOALA data, were also analyzed.
3.3 Receiver Array

Eight electric field sensors (Figure 3.9), each with two orthogonal horizontal 10 m dipole antennae, were deployed at the perimeter of the array. They were located at vertices of a regular octagon, the sides of which were tangential to the circumference of a 30 km radius circle (Figure 3.1). Four single-component long-wire electric field receivers (LEMs) were deployed at the center of the circle, two aligned north-south and two aligned east-west. These had 177 m electrode offsets for increased sensitivity. Additionally, three more short-arm (10 m dipole), two-component receivers were deployed at the center of the array.

Two vintages of SIO seafloor electric field sensors were used. Seven older-generation
ELFs (ELectric Field sensors) were deployed: at four of the perimeter sites (QUAIL, TREVOR, NODDY, and RHONDA), as a pair of orthogonal LEMs (KERMIT and ULYSSES), and as a two-component instrument at the center of the array, near the LEMs (LOLITA). Eight newer-generation SIO OBEM (Ocean-Bottom ElectroMagnetic) Mk II instruments were also deployed: at the remaining four perimeter sites (BANDICOOT, PLATYPUS, CROC, and GALAH), as another pair of orthogonal LEMs (KOALA and ROO), and two as short-arm instruments at the center of the array (WALLABY and WOMBAT). WALLABY, WOMBAT, and Lolita returned data that were used in the MT analysis, but the transmitted CSEM electric fields were at or below the noise levels of these instruments for the duration of the experiment.

These receivers are the result of several decades of development at SIO [Constable, et al., 1998; Webb, et al., 1985]. Pairs of 15 cm long by 4 cm diameter silver-silver chloride electrodes were capacitively coupled to a chopper amplifier circuit, common to all the instruments. Time-varying potential differences between electrode pairs were converted into binary digital data through the use of voltage controlled oscillators in the ELFs (at a sampling rate of 32 Hz), or 16-bit analog-to-digital converters in the OBEM Mk II instruments (at a sampling rate of 125 Hz). Data were stored temporarily in a RAM buffer. Each time the RAM reached its storage capacity, the logger’s hard drive was powered up and the contents of the buffer were transferred over all at once.

Two of the channels on each of these instruments were used to record electric fields. Each orthogonal electrode pair was assigned to its own channel on a standard instrument, while the LEMs were configured to have two pairs of electrodes of equal offset and orientation, each with its own channel.

All of the receivers were successfully recovered with data.
3.3.1 Locations and orientations

Instruments deployed at the center of the array, which includes the LEMs, were surveyed acoustically. In this simple survey, the ship traced two orthogonal lines over the instrument cluster, while acoustic pulses were broadcast every four seconds and the subsequent instrument reply arrivals were recorded on a graphic log. Later, the graphic log was carefully hand-digitized with a ruler and a ten-point divider.

In-situ sound speed data were not collected at the survey site, so a standard seawater sound speed estimate of 1500 m/s was used to analyze the two-way travel time data. After combining the ship’s log of GPS positions with the acoustic data by matching the time axes, the data were inverted with a Marquardt algorithm using a simple geometric triangulation forward model.

3.3.1.1 LEM receivers

The LEMs had one acoustic unit each, on the instrument package at one end of the 177 m dipole. The ship speed and course over ground were recorded in the log, and a careful look at these parameters during deployment of OBEM Mk II LEMs KOALA and ROO (Figure 3.10) indicate that they are aligned to 0° and -90° +/- 0.5° geodetic, respectively. LEMs KERMIT and ULYSSES contained the higher-noise ELF data logger system. They were deployed as a redundant backup because, unlike the ELFs, OBEM Mk II receivers had never been deployed as LEMs before this experiment. The OBEM Mk II LEMs recorded significantly cleaner data (Figure 3.28); the ELF LEM data were ultimately not required to meet the objectives of the experiment.

Data from the KOALA/ROO pair of orthogonal dipoles were combined to create a virtual two-component instrument, the location of which was computed by starting with the surveyed
positions of the data loggers, estimating the antenna midpoints by moving 88.5 m towards the far end of each, and finding the center of the straight line joining those midpoints.

3.3.1.2 Perimeter receivers

Drop locations for the short-arm receivers were recorded during deployment. The ship’s GPS antenna was the reference location, and the instruments were deployed from the port side of the aft deck, approximately 20 m aft and 8 m to port of the GPS antenna. For the receivers
<table>
<thead>
<tr>
<th>Instrument</th>
<th>Orientation</th>
<th>Latitude N</th>
<th>Longitude W</th>
<th>UTM North, m</th>
<th>UTM East, m</th>
<th>Water depth, m</th>
</tr>
</thead>
<tbody>
<tr>
<td>GALAH</td>
<td>OBEM</td>
<td>32° 28.2340’</td>
<td>128° 52.0790’</td>
<td>3592415</td>
<td>512406</td>
<td>4470</td>
</tr>
<tr>
<td>TREVOR</td>
<td>ELF</td>
<td>32° 18.7066’</td>
<td>128° 40.8704’</td>
<td>3574850</td>
<td>530014</td>
<td>4325</td>
</tr>
<tr>
<td>CROC</td>
<td>OBEM</td>
<td>32° 05.2463’</td>
<td>128° 40.9418’</td>
<td>3549984</td>
<td>529975</td>
<td>4307</td>
</tr>
<tr>
<td>NODDY</td>
<td>ELF</td>
<td>31° 55.7620’</td>
<td>128° 52.1080’</td>
<td>3532427</td>
<td>512434</td>
<td>4351</td>
</tr>
<tr>
<td>PLATYPUS</td>
<td>OBEM</td>
<td>31° 55.7533’</td>
<td>129° 07.8562’</td>
<td>3532411</td>
<td>487623</td>
<td>4394</td>
</tr>
<tr>
<td>RHONDA</td>
<td>ELF</td>
<td>32° 03.2360’</td>
<td>129° 19.0597’</td>
<td>3549965</td>
<td>470023</td>
<td>4101</td>
</tr>
<tr>
<td>BANDICOOT</td>
<td>OBEM</td>
<td>32° 18.6993’</td>
<td>129° 19.0955’</td>
<td>3574837</td>
<td>470041</td>
<td>4452</td>
</tr>
<tr>
<td>QUAIL</td>
<td>ELF</td>
<td>32° 28.2340’</td>
<td>129° 07.9340’</td>
<td>3592415</td>
<td>487574</td>
<td>4344</td>
</tr>
<tr>
<td>LEMS</td>
<td>OBEM</td>
<td></td>
<td></td>
<td>3561806</td>
<td>500133</td>
<td>4465</td>
</tr>
</tbody>
</table>

Table 3.2  Receiver locations. Combined LEMs position is from estimated antenna midpoints, not drop location. Central meridian is 129° W.

on the perimeter of the array, those drop locations are the best estimates of their locations on the seafloor. Due to time constraints, no attempt was made to better estimate their positions through acoustic surveying. Table 3.2 lists instrument positions used in the data analysis.

The acoustically surveyed short-arm receivers at the center of the array remained too far from the transmitter, unfortunately, to collect useful CSEM data (their data, however, were used in the MT analysis). By comparing the recorded drop location with the surveyed seafloor location of instrument LOLITA, it was estimated to have drifted ~200 m laterally in a south-southwesterly direction during descent, providing a constraint on the magnitude of navigational uncertainty (see section 3.5 for further discussion).

Seafloor orientation of the short-arm, two-component receivers is uncontrollable and unpredictable. At the time of the APPLE experiment, seafloor orientations were ostensibly measured with an outboard mechanical “sugar compass”: a simple compass needle is allowed to rotate freely until spring-loaded plunger clamps down on it; crystalline sugar secures the
plunger in a small metal tube (and away from the compass needle) initially. In theory, the sugar would not dissolve until after the instrument has settled onto the seafloor, and upon recovery the compass would indicate its deployment orientation. In practice, however, the sugar compass has proven to be unreliable (this became evident during CSEM surveys conducted shortly after APPLE, including data collected over the Gemini salt body in the Gulf of Mexico [Key, 2003]).

Anisotropic forward modeling [Everett and Constable, 1999] (see section 2.4.2) has demonstrated the potential usefulness of single-component field analysis, motivating further attempts to determine perimeter instrument orientations.

Two methods were employed to estimate these orientations. The first was computation of the coherence of the long period natural source electric fields between the combination of LEMs KOALA and ROO (for which the antenna orientations are well constrained) and each perimeter receiver. The second involves a close look at the orientation of the polarization ellipse during the closest approach of the transmitter.

At low enough temporal frequencies, the natural source electromagnetic fields measured across the instrument array will be noticeably coherent. This, indeed, is the basis of the “plane wave approximation” used in the MT method (section 2.3.3). LEMs KOALA and ROO were used as the reference fields aligned with geodetic north and east, respectively. Fields measured on the orthogonal electric field channels of the perimeter instruments were mathematically rotated in increments of five degrees; channel 1 was compared with KOALA, channel 2 with ROO. Coherence is a normalized measure of the cross spectrum between two time series:

\[
C_{xy} = \frac{|P_{xy}|^2}{P_{xx}P_{yy}} \quad (3.4.1)
\]
where $P_{xy}$ is the cross-spectrum between time series $x(t)$ and $y(t)$, and $P_{xx}$ and $P_{yy}$ are the power spectra of $x$ and $y$ (this is, more specifically, the mean squared coherence).

Coherence ranges in value from 0 to 1, with 1 designating complete coherence. In this rotational example, coherence has a periodicity of $180^\circ$, so the cross-correlation was also computed to remove the polarity ambiguity. The cross-correlation $r$, which ranges from $-1$ (anti-correlated) to 0 (uncorrelated) to 1 (correlated), is the normalized zero-lag cross-covariance:

$$r_{xy} = \frac{\sigma_{xy}}{\sigma_x \sigma_y}$$

(3.4.2)

where $\sigma_{xy}$ is the cross-covariance between $x(t)$ and $y(t)$ and $\sigma_x$ and $\sigma_y$ are the individual variances.

Ambient electromagnetic field fluctuations are not truly stationary, so some trial-and-error was necessary to find a period of time when they were coherent enough for this analysis. Julian Date 2001:65, from 16:00-22:00 UTC provided the requisite quasi-stationary natural source fields (also untainted by controlled-source transmission). Comparing QUAIL to the LEMs (Figure 3.11), the signals are coherent for periods longer than $\sim 500$ seconds, reaching maximum coherence when QUAIL has been rotated by $\sim 140^\circ$ anticlockwise. In the way they were deployed and subsequently handled in this calculation, the virtual combined LEM channel polarization is opposite that of the two-channel instruments. The negative correlation coefficients mean, therefore, that QUAIL’s channel 1 is oriented at $140\pm 5^\circ$ geodetic. The broad peaks in the coherence show that this method is subject to significant inherent uncertainty; the peaks in the correlation coefficient are even broader.
Figure 3.11 Orientation of the perimeter instruments was estimated by rotating the data and measuring coherence and correlation with natural source fields measured by the LEMs. Each channel was compared independently (a,b), and peaks in the summed coherence (c) indicate the best estimate.
For the second method of determining instrument orientation, the transmitter orientation, source-receiver offset, and polarization ellipse parameters were analyzed during the closest approach of the transmitter. Ideally, the instrument would be receiving a purely azimuthal-mode electric field, and it can be assumed that the polarization ellipse will be narrow and aligned very nearly parallel to the transmitter (section 2.4.1).

Figure 3.12  Perimeter instrument orientation as estimated by comparing polarization ellipse orientation with the transmitter orientation at the shortest source-receiver offset.
Applying this method to QUAIL (Figure 3.12) indicates that it is not so clear-cut in practice (the processing routines used are described in section 3.4.2). Ideally, the closest approach would coincide with the maximum value of $P_{\text{MAX}}$ and a minimum in $P_{\text{MIN}}$. Empirically, the $P_{\text{MAX}}$ maximum, the closest approach, and both of the $P_{\text{MIN}}$ minima (two minima suggesting a bit of “wag” in the transmitter antenna) all occur at different times within

Figure 3.13 Channel 1 orientation estimates for QUAIL; in the closest approach method, it was assumed that the polarization ellipse was aligned with the transmitter, and ellipse orientation was then used to infer instrument orientation.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Geodetic Orientation of Channel 1 (Instrument N)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>coherence</td>
</tr>
<tr>
<td>GALAH OBEM</td>
<td>080</td>
</tr>
<tr>
<td>TREVOR ELF</td>
<td>095</td>
</tr>
<tr>
<td>CROC OBEM</td>
<td>030</td>
</tr>
<tr>
<td>NODDY ELF</td>
<td>225</td>
</tr>
<tr>
<td>PLATYPUS OBEM</td>
<td>045</td>
</tr>
<tr>
<td>RHONDA ELF</td>
<td>255</td>
</tr>
<tr>
<td>BANDICOOT OBEM</td>
<td>ambiguous</td>
</tr>
<tr>
<td>QUAIL ELF</td>
<td>140</td>
</tr>
</tbody>
</table>

Table 3.3 Perimeter instrument orientation estimates.
a forty-minute period. In addition, the ellipse orientation changes rapidly in this interval. Choosing the minimum source-receiver range, the two estimates of QUAIL channel 1 orientation land only 5° apart (Figure 3.13). Results for all the instruments are summarized in Table 3.3; for most, the $P_{\text{MAX}}$ maximum, $P_{\text{MIN}}$ minimum, and closest approach line up more closely, and there is only one minimum in $P_{\text{MIN}}$.

3.4 Data Processing

3.4.1 Development of the Processing Code

SFT6 is a Matlab-based generalized CSEM processing routine written by the author of this dissertation. It is based on CSEM processing techniques used in earlier academic experiments [Constable and Cox, 1996; MacGregor, 1997]. Its name is an ad-hoc designation, it being the sixth version of a routine based on the “slow Fourier transform”. Earlier versions of the code (one through five) were hardwired for use with the APPLE data set, just as its academic predecessors were for their particular data sets.

A beneficial development occurred when the author was working as an at-sea consultant on the first industrial CSEM data acquisition cruises. The algorithm had to be adapted to handle arbitrary data sets and equipment upgrades, and the source code heavily commented for use by third parties. Because the basic routines were written while working under NSF funding, these codes are freely available, and are at the core of software that has been used to process hundreds of industry data sets to date.

The advantages of freely sharing the code with industry partners is that it has been thoroughly de-bugged, and its results compared against some of the most advanced proprietary modeling codes available. The APPLE data set was re-processed using SFT6, and the code has been used to process subsequent data sets collected by the SIO EM Laboratory.
The sft6 processing routine is modular.
3.4.2 Components of SFT6

SFT6 consists of several modules (Figure 3.14); individual executable scripts that load data, perform their particular mathematical operations, plot the results, and save the modified data to a new file. This modular structure allows the processor to compare different approaches to handling the data, and to isolate technical issues.

3.4.2.1 sft6 (and sft6elf): initial processing

The first routine begins by loading the raw time series data recorded by the receivers. Short segments of the time series (“stack frames”) are transformed in sequence. Stack frames were 120 seconds for APPLE data processing, which is roughly the amount of time it takes for the transmitter to move one transmitter-length. Longer stacks were generated by averaging the transformed data from these initial frames (section 3.4.2.3).

Typically, the fundamental transmission frequency and its harmonics are queried, but other applications may arise: the frequency search described in section 3.2.3, for example, or investigations of spurious instrument noise.

A continuous sinusoid \( d(t) \) of angular frequency \( \omega = 2\pi f \) and arbitrary phase offset from \( t = 0 \) can be represented as the sum of two orthogonal harmonic basis functions, scaled by coefficients:

\[
A \cos(\omega t) + B \sin(\omega t) = d(t) .
\]  

(3.5.1)

When \( d(t) \) is the discrete electric field data stack frame time series vector \( \mathbf{d} \) (Figure 3.15), it contains oscillations at a wide range of frequencies. Thus, for any particular frequency \( \omega_j = 2\pi f_j \) the system of equations
\[ \begin{bmatrix} \cos(\omega_j t_1) & \sin(\omega_j t_1) \\ \cos(\omega_j t_2) & \sin(\omega_j t_2) \\ \vdots & \vdots \\ \cos(\omega_j t_n) & \sin(\omega_j t_n) \end{bmatrix} \begin{bmatrix} A_j \\ B_j \end{bmatrix} = \begin{bmatrix} d_1 \\ d_2 \\ \vdots \\ d_n \end{bmatrix} \]  

(3.5.2)

is overdetermined and thus no exact solution for the coefficients exists. A linear least-squares method is used to solve for the “best fit” coefficients: equations (3.5.2) can be written as

\[ MC = d \]  

(3.5.3)

where \( M \) is the basis function matrix, and \( C \) is the coefficient vector. A QR factorization algorithm is applied to \( M \) to find an orthogonal matrix \( Q \) and an upper triangular matrix \( R \) such that

Figure 3.15  High SNR electric fields measured by OBEM CROC on orthogonal channels 1 (red) and 2 (blue); \( f_S = 125 \) Hz.
\[ M = QR. \]  \hspace{1cm} (3.5.4)

Substitution back into (3.5.3) and multiplication of both sides by \( Q^T \) yields

\[ RC = Q^TD. \]  \hspace{1cm} (3.5.5)

Equation (3.5.5) can be solved linearly for \( C \), which now contains the coefficients \( \tilde{A}, \tilde{B} \) that minimize the \( L^2 \) norm of the misfit:

\[
\| MC - d \|^2 = \sqrt{\sum_i \left( \tilde{A}_j \cos \omega_j t_i + \tilde{B}_j \sin \omega_j t_i - d_i \right)^2}.
\]  \hspace{1cm} (3.5.6)

The “least-squares fit” to equations (3.5.2) has been found. In practice, the MATLAB backslash operator was used to call the factorization routine. These coefficients are used to characterize the amplitude and phase of the signal at that particular frequency \( \omega_j \):  

\[
\tilde{d}_{i,j} = \left( \sqrt{\tilde{A}_j^2 + \tilde{B}_j^2} \right) \cos \left( \omega_j t_i - \tan^{-1} \frac{\tilde{B}_j}{\tilde{A}_j} \right) = |E_j| \cos \left( \omega_j t_i - \varphi_j \right)
\]  \hspace{1cm} (3.5.7)

where \( |E| \) is the amplitude and \( \varphi \) is the phase of the least-squares fit sinusoid \( \tilde{d}(t) \). Phase is relative to the start of the stack frame, and lag is positive.

The data loggers stored several hours worth of data in RAM memory before writing it all to a hard disk drive mass storage device over the course of a minute or two. While the hard drive is active, it creates a significant amount of noise in the system due to increased power consumption and the electromagnetic field created by a spinning magnetic disk. Coefficients from these stack frames are set to NaN (Not a Number) and ignored by subsequent modules. Length of the disruption depends on instrument generation. The newest carry flash memory instead of hard drives, diminishing noise during disk writes.
Data are converted from counts to Volts via the least count of the analog-to-digital converter; data are then normalized by the receiver’s antenna length and nominal gain to give electric field amplitude in Volts per meter. Antenna lengths for APPLE were 10 m on the perimeter instruments and 177 m on the LEMs; all had a gain of $10^6$.

The receivers carried internal clocks. They were synchronized with GPS time shortly before deployment, and the OBEM clocks were compared against GPS time again upon recovery. Drift was on the order of a few milliseconds per day. Assuming a linear drift, the phase of each stack frame was adjusted by a cumulative factor to remove the effect. This correction made a significant difference in the combined LEM data, in which the two components of the same virtual instrument had separate clock drifts. With no absolute transmitter phase information, however, it was not very important for the perimeter receiver data.

The final step in sft6 is to save the coefficients to a binary file. The ELF loggers and the OBEM loggers created binary data in different formats; sft6elf was modified from sft6 to handle raw time series with the ELF format; the least-squares fitting algorithms and output file formats are identical.

### 3.4.2.2 sft6plot: equipment-specific adjustments

This routine loads in the output of sft6 and applies equipment-specific adjustments before plotting the data from each channel. Data are normalized by the transmitter source dipole moment and adjusted to remove the receiver amplifier transfer function (Figure 3.16). If the transmitter phase is known, absolute phase shift may be computed here as well.
Plotting the data from LEMs KOALA and ROO (Figure 3.17), transformed at 3.9889 Hz, the phase data indicate an abnormality. At this high of frequency (where natural source fields are extremely weak), phase should be coherent when the transmitted signal is being detected, and random otherwise. During the two halves of the large circular tow (when range and azimuth are nearly constant), phase should be nearly constant for KOALA (aligned N/S), and switch polarity halfway through on ROO (E/W). In reality, “phase wrapping” was observed, which is to be expected if the queried frequency is slightly different from the true transmitted frequency (estimated in section 3.2.3).

Figure 3.16  The complex transfer function of the E-field amplifier (figure courtesy S. Constable). Several of the calibrations plotted here were run by the author in a cold room at 1°C to simulate deep-sea temperature conditions.
Figure 3.17  Electric fields measured by LEMs (a,c) KOALA and (b,d) ROO at the fundamental transmission frequency of 3.9889 Hz throughout the duration of the experiment, processed using stack frames of 120 seconds, normalized by the source dipole moment and adjusted for receiver dipole length, clock drift, and amplifier response. (a,b) “Phase wrapping” caused by transmitter clock drift was (c,d) removed.
In order to coherently stack the data into longer stack frames (section 3.4.2.3), this phase wrapping had to be remedied to avoid phase cancellation. If it had been just a matter of refining the transmission frequency estimate, the observed phase wrapping would have had a constant sign and nearly constant slope throughout the experiment. This was not the case: the transmission frequency varied during the experiment, so time-specific cumulative phase adjustments were made instead (Figure 3.18). The frequency mismatch was $1.71 \times 10^{-4}$ Hz during the west circle tow, and $6.56 \times 10^{-5}$ Hz otherwise. A higher-order component to the drift was observed during the second half of JD 062, which was fit to a quadratic function by least squares and incorporated into the phase adjustment. The resultant phase values are much steadier (Figure 3.17 c,d), and the amplitudes are unaffected. These same phase adjustments were applied to every channel of every instrument during processing.

This module also allows the electric field data to be “pushed” by a constant offset along the time axis. ELF TREVOR’s electric field time series was out of alignment with the navigational data by 13440 seconds = 224 minutes. Each ELF diskwrite contains 32 minutes
of data; the misalignment was exactly 7 diskwrites long, indicating that, at some point earlier in the deployment, the logger was unable to draw enough current from the batteries to power up the hard drive – possibly due to passivation of the lithium batteries, known to occur on occasion. In this instance, it was perfectly acceptable to “push” the time series into alignment.

### 3.4.2.3 sft6stack: stack frame length

This module computes the coefficients of longer stack frames by finding the mean coefficient values of a contiguous series of shorter stack frames.

The amplitude of the transform misfit at frequency \( \omega_j \) is the bias-corrected standard deviation between the least squares fit sinusoid and the original data vector:

\[
s_{N-1}(j) = \sqrt{\frac{\sum_{i=1}^{N} (\hat{d}_{i,j} - d_i)^2}{N - 1}}.
\]  

(3.5.8)

In the presence of normally distributed stationary noise, a longer stack frame yields a smaller normalized variance, and thus a lower effective noise “floor”. Transmitted field data that lie below the noise floor cannot be recovered. If the stack frame length \( N \) is increased by a factor \( \eta \), the noise floor is lowered by a factor \( \sim \sqrt{\eta} \).

For a stationary transmitter-receiver pair, \( N \) is only limited by the amount of time the transmitter was switched on. For APPLE (and all modern CSEM surveys), \( N \) was limited by the dynamic nature of the source-receiver geometry – the navigational parameters are “smeared out” over the stack frame. Another concern is phase cancellation – if the phase shift within the stack frame is more than a few degrees, the transformed amplitude will be artificially decreased. For APPLE, phase cancellation did not present a serious problem, since the phases were artificially smoothed (section 3.4.2.2).
Figure 3.19  Processing the data from (a) KOALA and (b) ROO with longer stack frames lowers the effective noise floor; since these were LEMs, the two parallel channels were stacked together as well. Because the phase was stabilized (section 3.4.2.2), stack frames of 60 minutes are still brief enough to preserve amplitude measurements when the signal-to-noise ratio is large.
Stack frame lengths for the short-range, radial-mode perimeter instrument data were 20 minutes. For the LEM data, they were set to 60 minutes, except at the very longest ranges, where two stacks of 150 minutes were used. Data from ELF QUAIL recorded during the semicircular tow were stacked at 60 minutes length; the ~15 km ranges were too near the 20 minute stack noise level (QUAIL, unfortunately, was among the noisiest of the instruments deployed, but the significance of its data was an unforeseen consequence of having to tow directly into the wind during inclement weather, which resulted in the semicircular tow).

Figure 3.19 illustrates the benefit of combining stack frames of 2 minutes into frames of 60 minutes on the LEM instruments: longer range data became available, while short range data amplitudes were preserved.

When processing LEM data, the two parallel electrode pairs are stacked together, further reducing the noise level. The mean value of each coefficient was computed.

### 3.4.2.4 sft6ellipse: polarization ellipse parameters

Horizontal electric field polarization ellipse parameters (section 2.3.6) are computed for each stack frame from the calculated coefficients. Orthogonal components are required; data from the OBEM LEMs were combined in this step (Figure 3.20). Ellipse parameters are a function of the relative phase between components. The universal phase adjustments applied in sft6plot and lack of absolute phase data, therefore, did not affect the ellipse parameter estimates.

The ellipse orientation datum $\alpha_N$ (ranging from -90° to 90°) is the angle positive clockwise from instrument north (Channel 1, or geodetic north for LEMs) to $P_{MAX}$; it was used to estimate perimeter receiver orientation in section 3.3.1.2
This module reads in the coefficients, computes the complex E-field components \((E_1, E_2)\) for each stack frame, rotates the horizontal coordinate system counterclockwise by an angle \(\psi\), and calculates the components \((E_x, E_y)\) in the new coordinate system (Figure 3.21). The equations used are:

\[
\begin{align*}
\text{Re}(E_x) &= \text{Re}(E_2)\sin\theta + \text{Re}(E_1)\cos\theta \\
\text{Im}(E_x) &= \text{Im}(E_2)\sin\theta + \text{Im}(E_1)\cos\theta \\
\text{Re}(E_y) &= \text{Re}(E_1)\sin\theta - \text{Re}(E_2)\cos\theta \\
\text{Im}(E_y) &= \text{Im}(E_1)\sin\theta - \text{Im}(E_2)\cos\theta
\end{align*}
\]

(3.5.9)

where \(\theta = \psi - 90^\circ\).
For APPLE, the perimeter instrument data were rotated from their estimated orientations into the principal axes of the observed large circular tow anisotropy (Figure 4.1) for single component analysis (section 4.3.2).

Once $N$ is known, the polarization ellipse axis magnitudes (and, more significantly, the phase values for the components aligned with the ellipse axes) can be computed with this rotation algorithm. Due to the lack of absolute phase data, no information would be added, so the APPLE data were not processed in this way.

3.4.2.6 **sftmergenav: merge E fields with navigation data**

The final processing step is to merge the electric field data with the navigation data by aligning their respective time vectors, so that any combination of parameters can be assembled together into arbitrarily formatted data files. The mean position and orientation of the transmitter during each stack frame is used to compute the relative ranges and azimuths.
A transmitter-centered coordinate system [Constable and Cox, 1996] was used to define the merged navigational parameters for isotropic modeling code analysis, while geodetic orientations and a receiver-centered coordinate system (Figure 3.22) were used to prepare data subsets for anisotropic model inversion.

This module can read in electric field data at any point along the processing stream. For APPLE, both polarization ellipse data and single-component data sets (using rotated perimeter instrument data, and/or individual LEM data) were created. Figure 3.23 displays the LEM ellipse data aligned with the navigation data.
Figure 3.23  The final step in processing: sft6mergenav aligns the electric field and relative navigational data along the same time vector.
3.5 Uncertainty Analysis

Two distinct types of uncertainty occur in CSEM data: navigational uncertainty dominates at short source-receiver offsets, while instrument and environmental noise interferes with the low-magnitude, long-offset data.

3.5.1 Navigational uncertainty

The single most significant source of uncertainty in the data comes from uncertainty in transmitter location; in section 3.2.2 it was shown that systematic location errors on the order of 100 m were likely. Short-arm receivers were estimated to have drifted ~150 m laterally during descent to the seafloor (section 3.3.1.2), adding to the geometric uncertainty in the perimeter instrument data.

A forward modeling study was undertaken to test how this navigational uncertainty affects the electric field data. Using the 1-D isotropic CSEM modeling code of Flosadóttir and Constable [1996] (section 2.4.1), \( |E_r| \) and \( |E_\phi| \) were computed over four different simplified mature seafloor resistivity models: a \( 10^3 \) Ωm halfspace, a \( 10^4 \) Ωm halfspace, and both again but with relatively conductive upper crustal layers of 10 Ωm, 1 km thick, between the seawater and the basal halfspaces. Normalized differences in the field magnitudes were computed for differences in range of 100 m and 200 m (Figure 3.24). Data are affected profoundly at close source-receiver offsets, but errors fall below 10% by 5 km, and 5% around 10 km.

For ranges < 5 km, therefore, uncertainty in \( |E| \) was set to 25%. The minimum uncertainty for ranges > 5 km was set to 10%.
Figure 3.24 Normalized difference in $|E_p|$ and $|E_\phi|$ for changes in source-receiver offset of 100 m and 200 m over resistive halfspace models, both without (top) and with (bottom) a conductive upper crust.

3.5.2 sft6noise: ambient noise estimation

Uncertainty stemming from noise in the receiver electronics and the ambient environment is much less problematic than navigation at short ranges, but does create a “noise floor” which adds scatter to, and ultimately overwhelms, data at the long ranges.
Due to stormy weather that prevented transmitter operation, the CSEM instruments collected 42 hours of continuous ambient electric field data during the experiment, beginning at JD 64.5. These data were processed with sft6, sft6plot, and sft6stack. Another module, sft6noise, was developed to read in the estimated components and perform statistical analyses of the real and imaginary parts of the complex fields, following the method of Evans [1991].

In sft6noise, the mean value $\mu_m$ and bias-corrected sample standard deviation $s_{N-1}$ are computed for both parts of complex field individually for each stack frame. The Kolmogorov-Smirnov test for normalcy is applied at the 5% significance level: the KS statistic is the maximum deviation of the empirical cumulative distribution function (cdf) from a normal cdf with the measured $\mu_m$ and $s_{N-1}$; if the KS statistic is less than the critical value of the 5% significance level, the data pass the test (data underlain by a truly normal distribution will, theoretically, fail this test only 5% of the time).

The noise data are checked to see if their (normal) distributions were centered about $\mu_m$:

$$\mu_m < \frac{2s_{N-1}}{\sqrt{N}}.$$  \hspace{1cm} (3.6.1)

An F-Test at the 95% confidence level is also performed; if the data pass this test, the ratio of the real to imaginary component variances is close enough to 1.0 that the two distributions can be assumed to be the same, and thus the mean of the two standard deviations is used to represent the amplitude of the noise in that data [Evans, 1991].

Each channel of each perimeter receiver was analyzed (Figure 3.25 and Figure 3.26), as were both pairs of LEMs (Figure 3.27), channels combined. Statistical test results (Table 3.4) indicate that the ambient noise, as recorded by the receivers, is indeed random and normally distributed, and that both the real and complex parts have the same underlying distribution. This was not the case for earlier versions of the ELF instruments [Constable, pers. comm.].
Figure 3.25 Perimeter ELF ambient noise phasor plots. Scale change for NODDY.
PLATY phasor plots, 20 min stacks, 42 hrs, start: JD 64.5; 126 data
Ch1, 3.9889 Hz
Ch2, 3.9889 Hz

GALAH phasor plots, 20 min stacks, 42 hrs, start: JD 64.5; 126 data
Ch1, 3.9889 Hz
Ch2, 3.9889 Hz

CROC phasor plots, 20 min stacks, 42 hrs, start: JD 64.5; 126 data
Ch1, 3.9889 Hz
Ch2, 3.9889 Hz

BANDI phasor plots, 20 min stacks, 42 hrs, start: JD 64.5; 126 data
Ch1, 3.9889 Hz
Ch2, 3.9889 Hz

Figure 3.26  Perimeter OBEM ambient noise phasor plots.
Figure 3.27  LEM combined-channel ambient noise phasor plots.  Note change in scale.
Figure 3.28 The mean ambient noise on each channel for each of the instruments at the stack frame lengths used to process their data.

For the two-component instruments, the greater of the mean $s_{N-1}$ values was used as the noise floor value (Figure 3.28) for both the polarization ellipse data and single-component rotated data.

The ELF LEMs were significantly noisier than the OBEM Mk II LEMs, and so the ELF LEM data were not used in subsequent analysis. ROO was slightly noisier than KOALA, so its $s_{N-1}$ was used to determine the noise level for the LEM polarization ellipse parameters. Respective individual noise levels were used for the single-component LEM data.
<table>
<thead>
<tr>
<th></th>
<th>KS Test (5%)</th>
<th>Centeredness</th>
<th>F-Test (95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ELF</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RHONDA</td>
<td>PASS</td>
<td>PASS</td>
<td>FAIL: Ch 2</td>
</tr>
<tr>
<td>QUAIL</td>
<td>PASS</td>
<td>FAIL: Ch 2 Re</td>
<td>PASS</td>
</tr>
<tr>
<td>TREVOR</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
<tr>
<td>NODDY</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
<tr>
<td><strong>OBEM Mk II</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PLATYPUS</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
<tr>
<td>BANDICOOT</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
<tr>
<td>GALAH</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
<tr>
<td>CROC</td>
<td>PASS</td>
<td>FAIL: Ch 1 Im</td>
<td>PASS</td>
</tr>
<tr>
<td><strong>LEM (OBEM Mk II)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KOALA</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
<tr>
<td>ROO</td>
<td>PASS</td>
<td>PASS</td>
<td>PASS</td>
</tr>
</tbody>
</table>

Table 3.4 Results of statistical tests on ambient noise.

Data were rejected for signal-to-noise ratios below two. Within an order of magnitude of the noise floor, the ratio of noise level to signal level was used to determine the uncertainty.

Because the source field decays exponentially with increasing range, data were inverted in the log domain (chapter 4). Their uncertainties were converted into the log domain, as well. Using the derivative of the \( \log_{10} x \) function,

\[
\frac{\partial(\log_{10} x)}{\partial x} = \frac{1}{x \ln(10)} = \frac{0.4343}{x}
\]  

(3.6.2)

symmetric error bars were generated (e.g. for an uncertainty of 10%, \( \partial x = 0.1x \) and \( \partial(\log_{10} x) = 0.04343 \)). Because \( \partial x \) is non-infinitesimal, this is an approximation: lower error bars are shorter and upper error bars are longer than those of a direct value-by-value conversion in order to make them equivalent on a \( \log_{10} \) scale.
3.5.3 Outliers

Obvious outliers were removed manually when encountered. This was necessary for data collected by several different instruments when signal-to-noise ratio grew small. BANDICOOT recorded short (< 5 minute) spikes of noise at irregularly spaced intervals. Significant bursts of noise were also recorded by KOALA; these outliers were also removed manually.

For the statistical noise tests, outliers were removed from BANDICOOT’s data, and the data analysis window began two hours later on RHONDA than on the rest of the instruments’ data to avoid an anomalously noisy segment.

Finally, strong isolated outliers were removed during data inversion, but only in a few cases – which explains the occasional gap in geometric continuity of the data.

3.6 Processed Data Set

Initially, data were processed at the fundamental frequency (3.9889 Hz), the 3rd harmonic (11.9667 Hz) and, from the OBEMs, the 5th harmonic (19.9445 Hz). Ambient noise was statistically analyzed at these higher harmonic frequencies, as well.

With a sampling rate of 32 Hz, the Nyquist frequency of the ELF instruments was 16 Hz. Energy at the 5th harmonic “folds” back over and is mapped onto the 3rd harmonic during data acquisition. Regardless, the observed instability of the transmission frequency is exacerbated at these higher frequencies, rendering the 3rd and 5th harmonic data from the OBEM Mk II instruments unacceptably uncertain. In addition, phase unwrapping adjustments applied to the data (section 3.4.2.2) are multiplied by the harmonic number, and so phase cancellation occurs more readily at higher harmonics. A weaker source dipole moment at higher harmonics restricted the maximum source-receiver offset of these data to ~8 km at the 3rd harmonic, and
~5 km at the 5th – and these short offsets and higher frequencies are where the navigational uncertainty has an enormous effect (Figure 3.24).

While early attempts were made to model them, the higher harmonic data were eventually dropped from consideration.

Thus, the master data set from the CSEM portion of the APPLE experiment consists of fields measured at 3.9889 Hz from: the perimeter instruments during the large circular tow (Figure 3.30), the combined OBEM Mk II LEMs during the long radial tow (Figure 3.31) and large circular tow (Figure 3.29), and 60 minute stack data measured at QUAIL during the semicircular tow (Figure 3.32).
Figure 3.29 Data collected by the LEMs during the azimuthal-mode large circular tow, processed in 60-minute stack frames. (abscissa azimuth is RT Azimuth) The anisotropic pattern observed in the ellipse axes does not correlate with variation in range or Tx altitude.
Figure 3.30  The short-offset radial tow $P_{\text{MAX}}$ data set from each of the perimeter receivers, recorded during the large circular tow. The grey area indicates the spread in the data across the array, the color of the data point represents its CCAzimuth, with 0° being radial mode and 90° being azimuthal mode. These data were processed using 20-minute stack frames.
Figure 3.30 (cont.)
Figure 3.31  Long-offset radial tow $P_{\text{MAX}}$ data, recorded by the OBEM Mk II LEMs during the long radial tow of the transmitter. These were processed using 60-minute stack frames, except for the two longest-offset data, which were processed using 150-minute stacks.
Figure 3.32 $P_{\text{MAX}}$ data and navigational parameters from the semicircular tow around ELF QUAIL. 60-minute stack frames were used. Note the significant variation in range and CCAzimuth (and the correlated variations in $P_{\text{MAX}}$).
3.7 References


Chapter 4

Modeling and Inversion

4.1 Introduction

It is apparent from the data collected by the LEMs during the large circular tow (Figure 4.1) that the bulk electrical conductivity of the lithosphere is anisotropic. An increase in $P_{MAX}$ (by a factor of 2) when the transmitter was to the north and south indicates that the more conductive horizontal direction is oriented north/south. This assertion is supported by comparison with both conductive vertical sheets models (Figures 2.13, 2.14) and horizontal conductive rods models [Everett and Constable, 1999]. While it may seem paradoxical that fields diffusing in the conductive direction would be more intense at a given range, the geometry is azimuthal-mode, $E$ oscillates parallel to the transmitter, and $|E|$ is thus a function...
of the more resistive east/west component of $\sigma$ when the transmitter is to the north or south.

Another indication of anisotropy is the 4-lobed pattern in $P_{\text{MIN}}$ vs. RTazimuth (Figure 2.14). Over an isotropic lithosphere, $P_{\text{MIN}} = 0$ in the azimuthal mode (Figures 2.10, 2.11).
Anisotropy is present in the lithosphere, but at what depth? Is the crust anisotropic? Is the upper mantle? Individual subsets of the data were inverted to determine resistivity structure at different depths in the lithosphere. Short source-receiver offset data provide constraints on the resistivity structure of the crust, while longer offset data penetrate into the upper mantle. The maximum depth of sensitivity is generally no more than half the source-receiver offset, and typically somewhat less (e.g., section 4.2.2).

This chapter will focus primarily on the geophysical modeling results; geologic interpretation will follow in Chapter 5.

4.2 Short radial tows

Perimeter receivers collected short-offset data during the large circular transmitter tow; ranges were between 2 and 20 km. The source-receiver orientations were approximately radial for $r > \sim 6$ km. At shorter offsets, more azimuthal mode energy was involved.

These data subsets are characterized in one of three different ways (Table 4.1), depending on context: (1) as a two-letter designation indicating the receiver name and the relative location of the transmitter (either North or South); (2) as the azimuth from the center of the large circle to the approximate center of the tow line; or (3) in terms of the geodetic orientation of the tow line.

The working hypothesis for this section is that the crust is the source of the anisotropy observed in the 30 km radius circular tow data (Figure 4.1). If that were true, isotropic inversion of short radial tow data would indicate greater conductivities from the north-south trending tows than from those trending east-west.
<table>
<thead>
<tr>
<th>Receiver</th>
<th>Transmitter tow line</th>
<th>Azimuth to Tx line from center of large circle</th>
<th>Geodetic orientation of Tx line</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLATY</td>
<td>PS</td>
<td>-168.75</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>PN</td>
<td>-146.25</td>
<td>-45</td>
</tr>
<tr>
<td>RHONDA</td>
<td>RS</td>
<td>-123.75</td>
<td>-45</td>
</tr>
<tr>
<td></td>
<td>RN</td>
<td>-101.25</td>
<td>0</td>
</tr>
<tr>
<td>BANDI</td>
<td>BS</td>
<td>-078.75</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>BN</td>
<td>-056.25</td>
<td>45</td>
</tr>
<tr>
<td>QUAIL</td>
<td>QS</td>
<td>-033.75</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>QN</td>
<td>-011.25</td>
<td>90</td>
</tr>
<tr>
<td>GALAH</td>
<td>GN</td>
<td>011.25</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>GS</td>
<td>033.75</td>
<td>-45</td>
</tr>
<tr>
<td>TREVOR</td>
<td>TN</td>
<td>056.25</td>
<td>-45</td>
</tr>
<tr>
<td></td>
<td>TS</td>
<td>078.75</td>
<td>0</td>
</tr>
<tr>
<td>CROC</td>
<td>CN</td>
<td>101.25</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>CS</td>
<td>123.75</td>
<td>45</td>
</tr>
<tr>
<td>NODDY</td>
<td>NN</td>
<td>146.25</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>168.75</td>
<td>90</td>
</tr>
</tbody>
</table>

Table 4.1 Perimeter receiver data collected during the large circular tow are each divided into two subsets; one when the transmitter is north of the receiver (XN) and one when it is south (XS). These segments can be represented either in terms of their geodetic azimuth along the circle (appropriate for determining heterogeneity), or in terms of the principal geodetic orientation of the transmitter-receiver pair (appropriate for determining bulk crustal anisotropy). Segments shaded in grey were not actually towed, these subsets therefore do not exist.

### 4.2.1 Two-layer models

Marquardt inversions (section 2.5.1) of the short radial tow $P_{MAX}$ data were carried out with three variable parameters $p$: upper subsurface layer resistivity and thickness, and lower halfspace resistivity. Five different starting models were used (Table 4.2), all with 4400 m
water depth and 90 m Tx altitude. This model parameterization was motivated by the assumption that the crust can be approximated electrically as a conductive layer of sediment and fractured basalts over a more resistive basement with lower fluid permeability. Inversions for smooth models (section 4.2.2) support this assumption.

These inversions were run with an earlier version of these data sets; the 4 Hz data were the same as in the final sets presented in Figure 3.30, but with a few 12 and 20 Hz data (with large error bars) added from the OBEM Mk II instruments. These higher harmonic data were not used for any other model studies presented in this dissertation.

Results are plotted in Figure 4.2. Misfits ranged from RMS 0.41 to 1.17. Of the five starting models for each data set, redundant results and models with grossly implausible parameter values were discarded. The inversion routine sometimes had trouble converging on a solution from one or more of the starting models, especially with the data sets BN, TN, CN, and NN; none of the starting models converged on a solution for BS.

These results do not suggest significant crustal anisotropy.

<table>
<thead>
<tr>
<th>Starting Model</th>
<th>$\rho_1$ (Ωm)</th>
<th>$\rho_2$ (Ωm)</th>
<th>$h_2$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>1</td>
<td>1000</td>
<td>500</td>
</tr>
<tr>
<td>b</td>
<td>3</td>
<td>3000</td>
<td>500</td>
</tr>
<tr>
<td>c</td>
<td>10</td>
<td>$10^4$</td>
<td>500</td>
</tr>
<tr>
<td>d</td>
<td>1</td>
<td>1000</td>
<td>100</td>
</tr>
<tr>
<td>e</td>
<td>3</td>
<td>3000</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 4.2 Starting models for two-layer 1-D isotropic Marquart inversion of short radial tow data.
Figure 4.2 Two-layer crustal models from isotropic Marquardt inversion of short range tows (a) plotted vs. azimuth from the center of the large circle to the approximate midpoint of the tow line and (b) plotted vs. the orientation of the tow. No consistent indicator of anisotropy is apparent.

4.2.2 Smooth models

OCCAM inversions (section 2.5.2) of the short radial tow $P_{MAX}$ data were computed to generate smooth isotropic models of subsurface resistivity. Misfit tolerances were:

\[
\begin{bmatrix} 1.05 & 1.10 & 1.25 & 1.5 & 2.0 \end{bmatrix} \times \text{RMS}_{MIN}
\]

where the minimum misfit $\text{RMS}_{MIN}$ for each data set was found by setting the target resistivity to RMS 0.1, letting the code run for 40 iterations, and observing the misfit achieved by that point (). If the inversion could not converge on a solution at the lower misfits, as was sometimes the case, $\text{RMS}_{MIN}$ was simply re-set such that $1.05 \times \text{RMS}_{MIN}$ was the lowest previously convergent misfit tolerance, and a new set of inversions was run.
Table 4.3  Occam inversion of each data subset minimizing $R_1$ was run for a suite of misfit tolerances based on the minimum convergent misfit.  For each subset at each relative tolerance, the actual RMS misfit is shown in the first column, and the number of iterations required for convergence in the second.  Where two iteration numbers are shown, the second indicates minimization of $R_2$ (second-derivative roughness).  Boldface indicates models used for interpretation.  Underline indicates non-convergence.  A star (*) indicates, for prejudiced inversion, an RMS greater than the initial misfit.

<table>
<thead>
<tr>
<th>FILE</th>
<th>min misfit</th>
<th>1.05x</th>
<th>1.1x</th>
<th>1.25x</th>
<th>1.5x</th>
<th>2x</th>
</tr>
</thead>
<tbody>
<tr>
<td>PN</td>
<td>0.482</td>
<td>0.506</td>
<td>0.530</td>
<td>0.603</td>
<td>0.723</td>
<td>0.964</td>
</tr>
<tr>
<td>RS</td>
<td>0.323</td>
<td>0.339</td>
<td>0.355</td>
<td>0.404</td>
<td>0.485</td>
<td>0.646</td>
</tr>
<tr>
<td>RN</td>
<td>0.8305</td>
<td>0.872</td>
<td>0.914</td>
<td>1.038</td>
<td>13,28</td>
<td>1.246</td>
</tr>
<tr>
<td>BS</td>
<td>0.258</td>
<td>0.271</td>
<td>0.284</td>
<td>0.323</td>
<td>0.387</td>
<td>0.516</td>
</tr>
<tr>
<td>BN</td>
<td>0.611</td>
<td>0.642</td>
<td>0.672</td>
<td>0.764</td>
<td>9,8</td>
<td>0.917</td>
</tr>
<tr>
<td>QS</td>
<td>0.506</td>
<td>0.531</td>
<td>0.557</td>
<td>0.633</td>
<td>11</td>
<td>0.759</td>
</tr>
<tr>
<td>GN</td>
<td>0.39</td>
<td>0.410</td>
<td>0.429</td>
<td>0.488</td>
<td>15,11</td>
<td>0.585</td>
</tr>
<tr>
<td>GS</td>
<td>0.504</td>
<td>0.529</td>
<td>0.554</td>
<td>0.630</td>
<td>12,10</td>
<td>0.756</td>
</tr>
<tr>
<td>TN</td>
<td>0.451</td>
<td>0.474</td>
<td>0.496</td>
<td>0.564</td>
<td>15,17</td>
<td>0.677</td>
</tr>
<tr>
<td>TS</td>
<td>0.359</td>
<td>0.377</td>
<td>0.395</td>
<td>0.449</td>
<td>13</td>
<td>0.539</td>
</tr>
<tr>
<td>CN</td>
<td>0.478</td>
<td>0.502</td>
<td>0.526</td>
<td>0.598</td>
<td>10,11</td>
<td>0.717</td>
</tr>
<tr>
<td>CS</td>
<td>0.692</td>
<td>0.727</td>
<td>0.761</td>
<td>0.865</td>
<td>9,11</td>
<td>1.038</td>
</tr>
<tr>
<td>NN</td>
<td>0.614</td>
<td>0.645</td>
<td>0.675</td>
<td>0.768</td>
<td>9,24</td>
<td>0.921</td>
</tr>
<tr>
<td>LQ3</td>
<td>0.993</td>
<td>1.043</td>
<td>1.092</td>
<td>1.241</td>
<td>15</td>
<td>1.490</td>
</tr>
<tr>
<td>LQE6</td>
<td>0.918</td>
<td>0.964</td>
<td>1.010</td>
<td>1.148</td>
<td>9</td>
<td>1.377</td>
</tr>
<tr>
<td>LQN6</td>
<td>0.915</td>
<td>0.961</td>
<td>1.007</td>
<td>1.144</td>
<td>5</td>
<td>1.373</td>
</tr>
<tr>
<td>QSE</td>
<td>0.527</td>
<td>0.553</td>
<td>0.580</td>
<td>0.659</td>
<td>31</td>
<td>0.791</td>
</tr>
<tr>
<td>QSN</td>
<td>0.337</td>
<td>0.354</td>
<td>0.371</td>
<td>0.421</td>
<td>6</td>
<td>0.506</td>
</tr>
</tbody>
</table>

Table 4.3  Occam inversion of each data subset minimizing $R_1$ was run for a suite of misfit tolerances based on the minimum convergent misfit.  For each subset at each relative tolerance, the actual RMS misfit is shown in the first column, and the number of iterations required for convergence in the second.  Where two iteration numbers are shown, the second indicates minimization of $R_2$ (second-derivative roughness).  Boldface indicates models used for interpretation.  Underline indicates non-convergence.  A star (*) indicates, for prejudiced inversion, an RMS greater than the initial misfit.
Figure 4.3  Minimum roughness models from Occam inversion of short-range $P_{MAX}$ data collected by the perimeter receivers. Side-by-side plots are from the same tow segment, measured by the instruments at each end. Seawater $\rho$ is indicated by the vertical line; models were constrained to approach this value at the seafloor. Note maximum sensitivity to resistivity structure occurs in the interval 100 m to 4 km below the seafloor. Misfit slope is also presented; the black square corresponds to the 2$^{nd}$ derivative smoothing model.
Figure 4.3 (cont.)
Figure 4.3 (cont.)
Figure 4.3 (cont.)

For each tow segment / receiver pair, models smooth in the first derivative (minimum $R_1$) are found at each misfit (Figure 4.3). Second derivative smoothing models required a bit more misfit tolerance to converge. The top subsurface layer was set to be seawater conductivity in all cases; this kept the top 100 m from becoming unrealistically conductive due to over-fitting: the lack of offsets less than ~2 km and large non-gaussian data uncertainty at the shortest ranges (section 3.5.1) prohibited independent sensitivity to the conductivity of the top ~100 m. These large short-offset uncertainties were also the reason behind some of the unusually small RMS values obtained.

The best-fit linear slope of the residuals (vs. log source-receiver offset) is presented for each misfit. A slope of zero means that all the data are being fit equally well. A positive slope means that the model predicts weaker fields at long range, and stronger fields at short range, than in the real data. A slope of zero would nominally be desirable if the uncertainty was of the same nature for all ranges, but that is not the case; and so the predominantly positive residual slopes are accepted as necessary.
Figure 4.4  (a) A compilation of the preferred (minimum $R_2$) models, shown in Figure 4.3, from each of the short-range data subsets. Receivers are located at the vertical black lines. Horizontal dashed lines frame the interval of maximum sensitivity.  (b) To highlight the variations between models, they are differenced against the lone E-W trending transmitter tow. Warm colors indicate greater conductivity. No indication of anisotropy greater than the local heterogeneities is observed.
It is observed that these models are most tightly constrained between 100 m and ~ 4 km depth. Outside of this depth window, changes in conductivity have little effect on the data fit. This is especially evident when comparing the second derivative model to the first derivative models for a given data set: a large increase in resistivity at depth can be compensated for by a slight increase in conductivity in the top 100 m.

Taking the second derivative smoothing models to be representative of each data subset, they are compared side-by-side (Figure 4.4.a). It is evident that the crustal conductivity around the array is grossly consistent. Comparing the values directly to the lone E-W trending tow path GN (Figure 4.4.b) and focusing on the high sensitivity zone between 100 m and 4 km depth is instructive:

On the west side, the north-south trending tows indicate an increase in $\sigma$ of up to 0.4 orders of magnitude (equivalent to a linear ratio of 2.5). This would be consistent with paleo-ridge parallel vertical sheets of increased conductivity in the sheeted dyke layer – but there is a problem with this analysis.

On the east side, no anisotropic pattern is apparent whatsoever, and the magnitude of the heterogeneity is as great as the (possibly) anisotropic pattern observed on the west side.

These results do not suggest the presence of significant crustal anisotropy relative to the magnitude of decidedly non-anisotropic heterogeneity observed across the survey site.

4.3 LQ3 composite data set

The long radial tow, as measured by the LEMs, contains source-receiver offsets ranging from 14 km to 70 km. These data provide sensitivity to the lower crust and upper mantle, are predominantly radial-mode geometry, with the transmitter oriented at $\sim 45^\circ$ to the anisotropic strike.
Figure 4.5  Smooth $P_{\text{MAX}}$ inversions of composite data set LQ3 for 1-D, isotropic resistivity. The $1.5 \times \text{RMS}_{\text{MIN}}$ model was chosen as the preferred model for further analysis and interpretation. Larger RMS for LQ3 inversion than for the short-range data inversions (Figure 4.3) may indicate deep anisotropy.

In order to create a data subset that contained the richest mix of source-receiver offsets and geometries while restricting aerial extent to avoid what little heterogeneity may be present, the long radial tow data were combined with: the mostly radial-mode short-offset QS; azimuthal data from the semicircle tow as measured by QUAIL (which lie between 13 and 19 km in offset); and a few azimuthal-mode data measured by the LEMs when the transmitter was tracing the QS path of the 30 km radius circular tow. This subset was dubbed LQ3, “Long-range and Quail”, 3rd revision.
4.3.1 $P_{MAX}$ inversion

LQ3 was inverted for smooth models (Figure 4.5) using the method described for short radial tows (section 4.2.2). At lower misfits, the top 20 m are more conductive than seawater, and these models are thus deemed unsuitable for interpretation. The $1.5 \times \text{RMS}_{\text{MIN}}$ (1.490 RMS) minimum $R_1$ model is chosen to be the preferred model for further study. Observation of the deep divergence of the minimum $R_1$ and $R_2$ models at $2 \times \text{RMS}_{\text{MIN}}$ indicates a maximum depth of sensitivity of around 20-30 km, well into the upper mantle. The “flattening” of the minimum $R_1$ models at around 30 km corroborates; when the layer resistivity no longer affects the misfit, $\partial \rho / \partial z \rightarrow 0$.

The misfit slope is again positive. Plotting the misfit vs. source position on a receiver-centered grid (Figure 4.7) aids in visualizing the geometries present. Significantly, the residuals of the semicircular data, which would be sensitive to the upper crustal anisotropy, do not strongly suggest an anisotropic pattern oriented N/S-E/W.

4.3.2 Single-component inversion

In order to exploit the result, shown in section 2.4.2, that the horizontal component of the seafloor $\mathbf{E}$ parallel to the anisotropic strike is the same as in the isotropic case, the N/S and E/W components of $\mathbf{E}$ were inverted separately for minimum $R_1$, prejudiced against deviations from the preferred model described above.

The models at $1.25 \times \text{RMS}_{\text{MIN}}$ were chosen for interpretation (Figure 4.6); smaller misfits led to spurious oscillations. When LQ3 was decomposed into component amplitudes, several data fell below the noise floor and were removed prior to inversion (Figure 4.7). In addition, data were removed for stack frames where the polarization ellipse orientation
Figure 4.6  Preferred models from inversion of LQ3 and associated single-component data inversions. Typical layer boundaries are indicated for mature Pacific lithosphere, and the dry olivine conductivity was found by combining SO2 (section 1.3.2) with a parameterized halfspace cooling model (section 1.3.1).

straddled the line normal to a particular channel’s orientation; phase of the best-fit sinusoid jumps 180° when this “line of polarity” is crossed, leading to phase cancellation within the stack frame.
Figure 4.7 Real data, preferred inversion model data, and residuals normalized by uncertainty for (a,b) $P_{\text{MAX}}$ data subset LQ3 and associated single-component (c,d) $E_{N/S}$ data LQN6 and (e,f) $E_{E/W}$ data LQE6.
The N/S data do not require deviation from the $P_{\text{MAX}}$ inversion result, suggesting that the anisotropic strike is aligned N/S – that is, $\sigma_{N/S} = \sigma_z = \sigma_{||}$. The E/W data require a slight increase in resistivity (a factor of 1.25) around 1 km depth (in the sheeted dikes), and a more robust increase in resistivity (a factor of 2) from 6-7 km down to 20-30 km (the upper mantle), where the data lose sensitivity. Inspection of Figure 2.13 indicates that, in the case of N/S oriented vertical sheets of increased conductivity, the E/W component will be stronger than in the isotropic case for radial mode geometries when the transmitter is at 45° to the anisotropic strike, leading to the greater model resistivities observed upon E/W component isotropic inversion.

As shown in section 3.3, the orientation of the LEMs is known to ±1°, while QUAIL is known to ±5° at best, adding some systematic uncertainty to the short-range data and, therefore, the resistivity structure between 100 m and 4 km. The hint of crustal anisotropy, therefore, is a bit spurious, while the deep anisotropy is more certain.

Prejudiced single-component inversions of several of the short-range data subsets were carried out; the results as a whole are not consistent with each other, and point towards the conclusions already drawn from section 4.2. The result from QS is shown (Figure 4.8) to examine the contribution these data make to the LQ3 inversion models. The strike of any crustal anisotropy is again N/S, with a split in resistivity indicated below 2 km depth, which would be in the gabbros. This gabbroic split does not appear in the full LQ3 analysis; it is thus likely that it is offset by the semicircular tow data, which lie at the same source-receiver offsets as the more distant part of QS.
4.3.3 Ellipse parameters

The preferred model from LQ3 was constrained by $P_{MAX}$, but other ellipse parameters are available for interpretation. $P_{MIN}$ and $\alpha_N$ were computed for the subsets used to generate LQ3 and for the large circular tow, as measured at the LEMs (Figure 4.9).

Looking at the large circle data (Figure 4.9.a) (only three of which were used in the inversion), the anisotropic pattern in $P_{MAX}$ is evident, along with the presence of $P_{MIN}$, which would be zero over an isotropic seafloor. $\alpha_N$ is mostly Tx-parallel.

$P_{MAX}$ and $\alpha_N$ are well fit by the isotropic model for QS (Figure 4.9.b). The anomalous increase in $P_{MIN}$ for ranges > 10 km may indicate the presence of crustal anisotropy; it has already been observed that single-component inversion of these data required a small split in crustal conductivity.
Figure 4.9 $P_{\text{MAX}}$ was used to constrain the LQ3 inversion; forward modeling indicates how well it predicts $P_{\text{MIN}}$ and $\alpha_N$. Discrepancies may indicate the presence of anisotropic (or higher-dimensional) conductivity. Tx was rotated $\pm 10^\circ$ to test for effects of navigational uncertainty. $\alpha_I$ (orientation relative to instrument ch 1) is shown for QUAIL for plotting convenience; QUAIL ch 1 was oriented at 140° geodetic (section 3.3.1.2).
A similar result is seen in the long radial tow (Figure 4.9.d). $\alpha_N$ data indicate some anomalous twist, but it was during an unsteady portion of the tow, as the ship was turning during stormy weather. It is observed that a +/- 10° wag of the transmitter can nearly accommodate this twist. $P_{\text{MIN}}$ being smaller in magnitude than $P_{\text{MAX}}$, it is possible that the anomalous ellipse eccentricity at the longest ranges was caused by proximity to the noise floor.

$P_{\text{MAX}}$ data measured by QUAIL during the semicircular tow (Figure 4.9.c) show a half-order of magnitude variation from the isotropic prediction, as well as an enormous amount of twist, but no anomalous $P_{\text{MIN}}$. These results may indicate some crustal anisotropy, as the offsets involved are far more sensitive to the crust than to the mantle. The unsteady nature of the semicircular tow geometry (up to 45° away from azimuthal mode, with long-period altitude oscillation), however, renders these data unreliable for detailed quantitative analysis.

### 4.4 Large circular tow

As mentioned in section 4.1, the large circular tow data unambiguously indicate lithospheric anisotropy. Analysis of the other data subsets has placed this anisotropic material at subsurface depths in excess of 6 km, that is, below the crust and in the upper mantle, with a lesser possibility of crustal anisotropy. Modeling and inversion of the large circular tow combined-LEM data subset follows, exploring the effects and possibility of anisotropy at these two depths.

To reduce this data subset further, the observed double-mirror symmetry is exploited to collapse the data into one effective quadrant (Figure 4.10). Geometries where the transmitter is to the north are “folded” down to the south, and west to east. Statistical means and standard deviations were computed linearly within bins of 10° in receiver-to-transmitter azimuth. From
the central limit theorem, standard deviations within each bin are meaningful uncertainty estimates. While minor systematic offsets are present due to variations in range (Figure 3.29), bin standard deviations are the basis for the uncertainties used in subsequent inversion.

For $P_{\text{MAX}}$, bin standard deviations are used, except 10% is applied in the 75° and 85° bins due to the relative paucity of data; for $P_{\text{MIN}}$ the maximum was set to be 25% because early inversions were being constrained too loosely (set to 0.5 orders of magnitude at 75° and 85°); twist error bars are without exception the standard deviations. The trend in twist is small, but appears to be reliably non-zero.

Figure 4.10  The four quadrants are collapsed into one to reduce LEM circular tow data for inversion. Statistical analysis was performed within 10° bins; adjustments made to error bars are not yet shown.
Figure 4.11 Four anisotropic models chosen to resemble the preferred LQ3 inversion result, simulating anisotropic vertical conductive sheet models with linear conductivity ratios of 2 and 10 in (a) the lithospheric upper mantle and (b) the sheeted dike portion of the crust.

### 4.4.1 Anisotropic forward modeling

Extensive three-layer anisotropic forward modeling (section 2.4.2) studies have been carried out by the author and Mark Everett, both separately and while working together. Several scenarios are explored by Everett, et al. [in preparation]. It was learned that, when analyzing the 30-km-radius circular tow data alone, the thickness of the anisotropic layer is poorly constrained, and that nonlinearity generates large changes in the predicted data for relatively minor adjustments in the model conductivities. Data predictions from four models (Figure 4.11) based on the preferred LQ3 $P_{MAX}$ inversion model are included here.

The effect of possible crustal anisotropy on the 30 km radius large circular tow data at 4 Hz is significant (Figure 4.12). These models (“dikesBB”) both have three subsurface layers, the middle one anisotropic, with resistivity and thickness parameters:
Figure 4.12  Forward computation of conductive vertical sheet anisotropy in the crust (Figure 4.11.b) generates variation in $P_{\text{MAX}}$ at the center of the circular tow, but $P_{\text{MIN}}$ is smaller than in the observed data.
Figure 4.13  Forward computation of conductive vertical sheet anisotropy in the mantle (Figure 4.11.a) generates subtle variation in $P_{MAX}$ at the center of the circular tow, with $P_{MIN}$ values similar to the observed data, and less “twist” than from crustal anisotropy (Figure 4.12).
layer 1: $\rho_1 = 10 \, \Omega m$, $dd_1 = 200 \, m$
layer 2: $\rho_m = 3.16 \times 10^2 \, \Omega m$, $dd_2 = 3 \, km$
layer 3: $\rho_3 = 10^4 \, \Omega m$

Tx height over the seafloor is 90 m. Both $f_a = 0.5$ and $f_a = 0.1$ are presented; that is, north-south trending vertical sheets more conductive by factors of 2 and 10 respectively in the approximate depth range of the sheeted dike complex. $f_a = 0.5$ generates the quantity of $P_{MAX}$ and twist variation observed in the real data, but $P_{MIN}$ is too small. $f_a = 0.1$ is clearly incompatible with the real data.

Models with anisotropic upper mantle material below an isotropic crust (“mantleAA”) do a better job of recreating the observed $P_{MIN}$ data (Figure 4.13). The model parameters are:

layer 1: $\rho_1 = 2 \times 10^3 \, \Omega m$, $dd_1 = 6 \, km$
layer 2: $\rho_m = 10^4 \, \Omega m$, $dd_2 = 20 \, km$
layer 3: $\rho_3 = 10^4 \, \Omega m$

Again $f_a = 0.5$ and $f_a = 0.1$ are presented. Anisotropy in the upper mantle is, at face value, more consistent with the 30-km radius circular tow data than is anisotropy in the crust.

4.4.2 Anisotropic inversion

The Marquardt algorithm was used to invert the reduced large circular tow data subset, with the three-layer anisotropic code as the forward operator. The solution that Marquardt converges on, as has been mentioned, is dependent on the starting model – the modeling and inversion results presented in this chapter provided starting models from which competing hypotheses about the physical nature of the anisotropic conductivity were tested.
Figure 4.14  Marquardt inversions for conductive vertical-sheet mantle anisotropy (a) constrained by $P_{MAN}$ and $P_{MIN}$ is fit to RMS 0.961, while (b) adding twist as inversion data increases misfit and reduces the anisotropic ratio. Model resistivities and thicknesses are plotted in Figure 4.15. Compare polar plots with Figure 4.1.
Figure 4.15  Vertical sheet mantle anisotropy models recovered from inversion; data presented in Figure 4.14.

4.4.2.1 Mantle sheets

The principal starting model for these inversions (“mantleA”) is shown in Figure 2.14. It is similar to mantleAA10:

layer 1: \( \rho_1 = 5 \times 10^3 \ \Omega m, \ \text{dd}_1 = 6 \ \text{km} \)

layer 2: \( \rho_2 = 3.16 \times 10^3 \ \Omega m, \ \text{dd}_2 = 20 \ \text{km} \)

layer 3: \( \rho_3 = 10^4 \ \Omega m \)

with \( f_a = 0.1 \) and Tx altitude 100 m. An inversion run from a modified starting model with a more resistive upper mantle layer 2 with \( f_a = 0.33 \left( \rho_{\parallel} = 10^4, \ \rho_{\perp} = 3 \times 10^4 \right) \) resulted in the same minimum misfit models as will be described forthwith.
The variable parameters $\mathbf{p}$ were: anisotropic layer 2 log resistivities $\log_{10}(\rho_{\parallel})$ and $\log_{10}(\rho_{\perp})$, along with $\log_{10}(\rho_{1})$. The use of log resistivities kept the inversion parameters positive and scaled properly for computation of the Jacobian and application of the ridge regression parameter $\lambda$.

Using only $P_{\text{MAX}}$ and $P_{\text{MIN}}$ as data at first (Figure 4.14.a), the minimum misfit model (Figure 4.15.a) was found to be, after 5 iterations:

$$
\begin{align*}
\log_{10} \rho_{1} &= 3.761 \pm 0.030 & \rho_{1} &= 5763 \, \Omega m \\
\log_{10} \rho_{\parallel} &= 3.050 \pm 0.057 & \rho_{\parallel} &= 1121 \, \Omega m \\
\log_{10} \rho_{\perp} &= 3.516 \pm 0.031 & \rho_{\perp} &= 3278 \, \Omega m 
\end{align*}
$$

with correlation matrix:

$$
\begin{bmatrix}
1 \\
-0.301 & 1 \\
0.445 & -0.4399 & 1
\end{bmatrix}
$$

and an RMS misfit of 0.961. The correlation between (log) resistivities is shown to be non-linear. These resistivities are within an order of magnitude of what is expected, but the crust is too resistive as a whole, and the upper mantle too conductive. The linear anisotropic ratio of the mantle is $f_a = 1/2.92$, similar to what was found by single-component inversion in section 4.3.2.

Adding the twist, in degrees, of the polarization ellipse away from transmitter-parallel as an inversion constraint (Figure 4.14.b) yields a similar model (Figure 4.15.b), again after 5 iterations:

$$
\begin{align*}
\log_{10} \rho_{1} &= 3.685 \pm 0.094 & \rho_{1} &= 4839 \, \Omega m \\
\log_{10} \rho_{\parallel} &= 3.194 \pm 0.060 & \rho_{\parallel} &= 1562 \, \Omega m \\
\log_{10} \rho_{\perp} &= 3.487 \pm 0.035 & \rho_{\perp} &= 3069 \, \Omega m 
\end{align*}
$$
with correlation matrix:

\[
\begin{bmatrix}
1 & & \\
-0.745 & 1 & \\
0.123 & 0.399 & 1
\end{bmatrix}
\]

The misfit of all the data together was 1.409; the misfit of only $P_{\text{MAX}}$ and $P_{\text{MIN}}$ was increased slightly to 0.993. The linear anisotropic ratio of the mantle was decreased to $f_a = 1/1.97$, but still in accordance with the single-component inversion result.

Again, the obvious problem with these models is the overly resistive crust and overly conductive mantle relative to the Occam inversions and prior studies of Pacific plate electrical properties. The burden of approximating an exponentially varying crust with a single resistivity appears to be too great, and as a result, the upper mantle is made too conductive as a whole to compensate. The presence of only one source-receiver offset in the data seriously hampers depth resolution, as well.

In an inductive EM sounding, the thickness - conductivity product $T\sigma^{0.5}$ of a layer is, theoretically, the property resolved. An empirical study on the PEGASUS data found $T\sigma^{0.62}$ to be conserved [Constable and Cox, 1996]; a layered-model analysis by the author on several APPLE short-radial tow subsets found $T\sigma^{0.7}$ (this also holds fairly true for the upper layers of the Marquardt inversions of section 4.2.1). For the top 6.8 km of the LQ3 preferred inversion model, $\sum T_i\sigma_i^{0.7} = 189.07 \text{ m} \cdot \text{(S/m)}^{0.7}$, yielding an equivalent single-layer resistivity of ~167 $\Omega\text{m}$. Inversions were run with the crustal layer properties fixed to $d_d = 6.8 \text{ km}$, $\rho_{d} = 167 \Omega\text{m}$, but they diverged, with $\rho_{\perp}$ increasing to non-physical levels (e.g. $10^{100}$) while $\rho_{d}$ remained in the range $10^3$-$10^4$. Adding $\log_{10}(d_d)$ as a variable
parameter did not allow convergence. Nor did allowing $\rho_1$ to vary once again. This is rather surprising, since it was equivalent in procedure to the inversions that did converge, just with a more conductive crust in the starting model. The parameters oscillated widely for a few iterations before divergence, never fitting the data very well. Twist was not used; the philosophy was to try to simply fit the ellipse axes first.

Another approach taken was to approximate the effect of the missing conductive upper crust as being purely attenuative by scaling the fields by a constant value. This being a frequency-domain sounding, the dominant component of the measured electric field will have propagated along the path of least attenuation — in this case, that path is vertically down through the crust, laterally through the resistive upper mantle, and then vertically up through the crust to the receiver.

To find an appropriate scaling factor, the isotropic code was used to compute the change in field magnitude when the top 6.8 km of the LQ3 preferred inversion model was increased to $5000 \ (= 10^{3.7}) \ \Omega m$, for source-receiver offsets ranging from 29 and 31 km and CCAzimuths $85^\circ \leq \phi \leq 95^\circ$. $\log_{10}|E_\phi|$ and $\log_{10}|E_\rho|$ were found to increase by 0.279 and 0.294, respectively, at all of these geometries.

Inversions were run with a modified anisotropic forward code that subtracted these attenuation terms from $\log_{10}|E_\phi|$ and $\log_{10}|E_\rho|$ before they were used to compute the polarization ellipse parameters, but failed to converge. Another attempt with 0.279 applied to both terms also failed to converge.
Figure 4.16  Marquardt inversions for conductive vertical-sheet crustal anisotropy were unable to fit the observed $P_{\text{MIN}}$ data.
4.4.2.2 Mantle rods

For completeness, a horizontal conductive rods model was used as a starting point for inversion of $P_{\text{MAX}}$ and $P_{\text{MIN}}$. This model was the same as mantleA, but with $\rho_\parallel$ and $\rho_\perp$ swapped (yielding $f_a = 10$). The conductive horizontal component was still aligned north/south. After 10 iterations, the inversion converged on an ill-fitting (RMS 1.8) conductive sheets model. This result adds further support to the north-south conductive vertical sheets hypothesis.

4.4.2.3 Crustal sheets

The final hypothesis to be tested with inversion is the possibility that a crustal source of anisotropy (i.e. the sheeted dikes) could generate the pattern observed in the large circular tow data. Starting from the dikesBB models (Figure 4.11.b, Figure 4.12), Marquardt was used to try to fit the $P_{\text{MAX}}$ and $P_{\text{MIN}}$ data. Initially, the top layer (extrusive basalt) conductivity was fixed at 10 $\Omega$m – perhaps a bit too resistive, but not by much – and the anisotropic layer resistivities $\rho_a$ and $\rho_d$ were free to vary.

These inversions (dikesBB2, dikesBB10) both converged (4 iterations, 5 iterations) and with reasonable $\rho_a$ and $\rho_d$ (in the range $10^2$-$10^3$ $\Omega$m; $f_a = 0.3$, $f_a = 0.1$), but the data misfit is unacceptably large (RMS 4.4, RMS 4.0). (Subsequent inversion from dikesBB2 with $\rho_a$ a free variable converged on essentially the same model.) The magnitude and pattern of $P_{\text{MIN}}$ in particular (Figure 4.16) appears to preclude the possibility of the sheeted dikes being the sole location of anisotropic conductivity in the lithosphere; some degree of mantle anisotropy is required to match the real data.
4.5 References


Chapter 5

Discussion and Conclusions

5.1 Discussion

Geophysical modeling and inversion of the CSEM data leads to geologic interpretation. In brief, the data are most compatible with anisotropic models representing north/south (paleo-ridge parallel) trending vertical sheets of increased conductivity in the lithospheric upper mantle. Hydration of mantle peridotites along ridge-parallel normal faults is therefore suspected. In this chapter, inversion results will be interpreted, an estimate of the degree of serpentinization will be made, hydrothermal circulation discussed, and implications of mantle serpentinization explored.
Figure 5.1  Preferred isotropic resistivity model at APPLE (section 4.3.1) is generally consistent with what was observed at the Cox et al. site, PEGASUS, and in ODP Hole 504B (section 1.3.2). SO2 is a model of anhydrous olivine conductivity at 35 Ma (section 1.3.2).

5.1.1 Isotropic model

Inversion of $P_{\text{MAX}}$ generated an isotropic resistivity model consistent with results from earlier CSEM surveys over Pacific lithosphere (Figure 5.1, section 1.3.2). Shallow conductivities in the APPLE model are influenced by the seawater conductivity inversion prejudice applied to the top sub-seafloor layer. The exponential decrease in conductivity with
increasing depth in the crust is consistent with an exponential decrease in fluid permeability deduced from heat flow measurements [Fisher, 1998].

A deep increase in conductivity (> 30 km depth), while slight, appears to be a robust feature of the APPLE inversions (Figure 4.5). This sort of model oscillation is not all that uncommon and is possibly a result of smoothing the conductivity contrasts across what may in fact be abrupt transitions in the real earth. Removing the deep increase in conductivity does worsen the overall RMS misfit, however, affecting model data at ranges ≥ 30 km. This deep increase occurs at a shallower depth than the SO2 model predicts; if it is real, it may indicate an anomalously steep geotherm, leading to a shallower transition to the aesthenosphere. A regional slow shear-wave anomaly has been observed in the upper mantle beneath the APPLE survey site; one interpretation is the presence of partial melt [G. Laske, personal communication], which would increase bulk conductivity. Laboratory measurements of lherzolite at high temperatures [Duba and Constable, 1993] indicate a slightly higher conductivity than the SO2 model by about a factor of 2, which would also support the legitimacy of this deep conductivity increase.

5.1.2 Anisotropic models

Some evidence exists for anisotropic electrical conductivity in the sheeted dike layer – namely the short-range $P_{\text{MAX}}$ inversions on the west side of the large circle (section 4.2) and the small split in single-component inversion of the LQ3 data set (section 4.3.2). Inversions of short-range data sets all the way around the circle, however, show that non-anisotropic heterogeneity of the same magnitude is present in the top 2-3 km of the crust. There was only one short-range tow in the fossil-spreading-parallel east/west direction, unfortunately, adding uncertainty to this mode of analysis.
Anisotropic forward modeling and inversion further indicates that an anisotropic sheeted dike layer alone is insufficient to explain the variation in the large circular tow data (section 4.4). Some degree of anisotropy could very well exist in the sheeted dikes, contributing to the anisotropic pattern in the large circular tow data, but physically reasonable models are fundamentally unable to reproduce it.

It is unfortunate that the navigational parameters during the semicircular tow were so unsteady, and that the higher harmonic data were rendered too uncertain due to transmitter clock instability; these data could have played a key role in separating the effects of any anisotropic conductivity in the upper crust. The significant twist seen in ellipse orientation during the semicircular tow (Figure 4.9) remains uninterpreted.

Lithostatic pressure seals off most of the permeable space between pores below the extrusive basalts, so any anisotropy that exists in 35 Ma sheeted dikes would most likely be the result of an increased concentration of conductive, isolated pore spaces at the dike boundaries.

The gabbros appear to be isotropic in the LQ3 single component inversion (Figure 4.6). As such, anisotropic gabbro models were not part of the modeling study. Even though the gabbros are penetrated by hydrothermal conduits (sections 1.4, 5.1.3), they are less porous than the overlying basalt, and contain less olivine and iron than mantle peridotites.

Inversion of the large circular tow data with an anisotropic upper mantle was able to fit the data to RMS 1.0, with anisotropic ratio of 2-3, similar to what was found from single component inversion of LQ3. The crust was too resistive, however, leading to an overly conductive upper mantle layer. A few methods were attempted to match the isotropic crustal model resistivity, but were unsuccessful. It is quite possible that running inversions from a wider range of starting models will eventually find a more physically reasonable result.
Evidence is strong from both single component isotropic inversion and ellipse parameter anisotropic inversion that mantle anisotropy corresponding to paleo-ridge parallel vertical conductive sheets is required by the data, starting at the Moho and continuing for several kilometers depth. Single component inversion suggests the anisotropic layer extends to 20-30 km below the seafloor. Allowing anisotropic layer thickness to vary in Marquardt inversion (section 4.4.2.1) reduced it to ~ 10 km, but a corresponding unbounded increase in \( \rho_\perp \) caused divergence. Several mantle sheets inversions, in fact, diverged due to runaway increases in \( \rho_\perp \) while \( \rho_i \) remained around \( 10^4 \, \Omega \text{m} \), including many of the attempts to apply conductive crustal layers. This suggests that the conductive N/S direction is well constrained, while the resistive E/W direction is not, and that upper mantle anisotropic ratios may be significantly larger than 2-3. Single-component LQ3 inversion of the E/W data was prejudiced to the \( P_{MAX} \) model and constrained to be smooth, so E/W resistivity in Figure 4.6 should be considered the minimum mantle resistivity in the fossil spreading direction.

Comparison of the N/S single-component data inversion with the \( P_{MAX} \) model in Figure 4.6 indicates that, over anisotropic structure, \( P_{MAX} \) mixed-mode inversion will return the most conductive component of the anisotropic conductivity tensor.

The Hashin-Shtrikman conductivity bounds (equation 1.3.2) for a mixture of 10 \( \Omega \text{m} \) serpentinite in peridotite of \( \rho \geq 10^6 \, \Omega \text{m} \) (section 1.3.3) indicates that a minimum of 0.1% serpentinization of the upper mantle by volume is required to reduce bulk resistivity to \( 10^4 \, \Omega \text{m} \) (Figure 5.2), the inferred resistivity in the N/S and vertical directions. A bulk serpentinite volume proportion near the \( HS^+ \) bound, which represents complete interconnection of the conductive phase, is plausible if, as is suspected, serpentinization occurs along continuous ridge-parallel vertical “sheets”.
Hydrothermal circulation is a convective process that serves to cool the lithosphere faster than it would through radiative cooling alone [Haymon, 1989]. Large-scale, predominantly ridge-parallel vertical fractures open in response to ridge-normal tension, and provide conduits...
for seawater to be drawn into the crust (section 1.4, and below). Host rocks are altered by interaction with the seawater (sections 1.3.2, 1.3.3, 5.1.4).

The Oman ophiolite, interpreted to have been a fast-spreading ridge segment of full rate ~ 100 mm/yr [Nicolas, et al., 2003], has been mapped and studied in extensive detail. Hydrothermal alteration minerals exist in veins that penetrate through and are aligned with the sheeted dike complex at the ridge axis [Nehlig, et al., 1994]. An extensive system of microcracks (in the mm to sub-mm thickness range), also forming vertical ridge-parallel sheets, provided pathways for seawater to be carried in episodic bursts all the way through the gabbros to the magma chamber, resulting in alteration at very high temperatures (VHT, up to 1000 °C) [Nicolas, et al., 2003]. Serpentinization of olivine is not stable and thus does not occur until temperatures have cooled below ~ 500 °C [O'Hanley, 1996]. Lower-temperature greenschist alteration facies have been mapped throughout the crustal section of the ophiolite – confirming that low temperature (LT; T < 500 °C) veins penetrate the entire crust and are dominantly aligned parallel to the sheeted dike complex [Bosch, et al., 2004]. The ophiolite section was able to cool below 500 °C before obduction, indicating that these LT veins were emplaced in situ [Nicolas, et al., 2003].

Studies of sub-Moho peridotites collected from an ODP borehole at Hess Deep [Dilek, et al., 1998; Frueh-Green, et al., 2001] found extensive LT serpentinization (with associated magnetite) of upper mantle peridotites along macroscopic veins, the emplacement of which was enabled by extensional fracturing, rather than faulting. Serpentine alteration of peridotites exceeds 60% in most samples, but rifting of Hess Deep due to westward propagation of the Galapagos Ridge may have allowed the massive penetration of seawater into the peridotites [Fryer, 2002].
Seafloor heat flow measurements away from the intermediate-rate Galapagos Ridge are lower than predicted for conductive cooling, indicating that hydrothermal circulation may continue for as long as 60 to 80 My [Haymon, 1989]. It is possible that the normal faults observed at the seafloor propagate through the Moho into the upper mantle and continue to grow, providing conduits for LT seawater infiltration long after VHT microcracks become sealed by alteration minerals. Analysis of bathymetric and side-scan sonar data at the EPR at 9°N suggests a rapid period of normal fault growth during the first 1 Ma, leveling off at 100 m vertical relief until at least 3 Ma [Crowder and Macdonald, 2000]. Bathymetric relief at APPLE is consistent with ~200 m vertical fault scraps separating blocks on the order 10 km width (figure 1.2), suggesting a slow but positive rate of fault growth away from the spreading center. These growing faults provide paleo-ridge parallel vertical pathways along which water may penetrate the seafloor.

5.1.4 Mantle serpinentinization

Hess [1962] proposed that the Moho was a serpinentinization front, envisioning the lower crust as hydrated peridotites, with unaltered mantle below. By using seismic studies of the oceanic crust to determine Poisson’s ratio values Christensen [1972] determined that the lower crust was composed of gabbros, rather than serpentinite. Research since has supported this conclusion, although, especially in crust formed at the slow-spreading, magma-starved Mid-Atlantic Ridge, significant amounts of serpinentinization has been observed in peridotites exposed by amagmatic extensional tectonic processes [Bach, et al., 2004; O’Reilly, et al., 1996; Reston, et al., 2001].

The physical implications of widespread serpinentinization in the uppermost mantle beneath the Pacific plate are broad. Volumetric expansion between 25% and 50% takes place
upon serpentinization [Fryer, 2002]. Oceanic serpentinites typically contain 10 to 13 wt% water, consuming an average of 300 kg of water per m$^3$ [Frueh-Green, et al., 2001]. Serpentinization is exothermic, and in a closed system is capable of raising the rock temperature by $\sim 260 \, ^\circ C$ [Frueh-Green, et al., 2001], perhaps prolonging LT hydrothermal circulation in an example of positive feedback. Serpentine content as low as 10% greatly weakens the shear strength of peridotite [Escartin, et al., 2001]; this is a potential source of positive feedback between fault growth and serpentinization. Serpentinite dehydration in subducting oceanic plates may generate seismicity [Peacock, 2001] and contributes to partial melting in the overlying mantle wedge [Seno, et al., 2001]. Serpentinization of the upper mantle delays and displaces the acquisition of magnetic anomalies within relative to the crust, skewing anomaly data [Dyment, et al., 1997].

5.2 Conclusions

CSEM data collected at the APPLE survey site, over 35 Ma ultra-fast spreading EPR-generated Northeast Pacific lithosphere, are in agreement with an electrical conductivity model with a conductive upper crust overlying a more resistive upper mantle. Electrical resistivity increases by nearly five orders of magnitude from seawater to upper mantle. This result is consistent with prior induction soundings, borehole resistivities, and laboratory measurements of mafic and ultramafic rocks.

Modeling and inversion of various subsets of the data indicate anisotropic conductivity in the lithosphere, consistent with vertical sheets of increased conductivity, aligned normal to the fossil spreading direction, beginning at the Moho and continuing at least 10 km into the lithospheric upper mantle. The ratio of conductivities is at least 2-3, with perhaps even greater resistivities normal to the conductive sheets.
Evidence from ophiolite, seismic, and borehole studies indicates that seawater can penetrate through the entire crust and into the upper mantle, beginning at the ridge axis and continuing perhaps indefinitely. LT hydration of olivine is commonly observed and produces locally high concentrations of electrically conductive magnetite. It is thus proposed that preferential serpentinization of upper mantle peridotites along vertical, paleo-ridge parallel hydrothermal conduits is at least partly responsible for the observed anisotropic bulk conductivity of the lithosphere. Bulk serpentinization of total mantle peridotite must be, at the very least, 0.1% by volume to generate the inferred conductivity – for example, 10 m wide zones of complete, continuous serpentinization along normal faults spaced 10 km apart – and is likely to be somewhat greater (Figure 5.3).
Anisotropic analysis of the PEGASUS CSEM data [Everett and Constable, 1999] found those data to be consistent with an east/west directed horizontal conductive rods model, in contrast to this result from APPLE. The APPLE result is unambiguous, however. PEGASUS source-receiver geometries were rather limited relative to APPLE, and anisotropic interpretation was based on one or two data points near the noise floor, making non-uniqueness especially problematic. The authors of that study were aware of the tenuous nature of their conclusions, and proposed APPLE as a verification experiment. If the difference is indeed real, however, it may be related to fundamental differences in plate formation and/or evolution. The seafloor at APPLE is nearly 1 km shallower (but only 5 Ma younger) with a more hummocky texture – perhaps a result of volumetric increase due to upper mantle serpentinization.

5.3 Future directions

The anisotropic modeling code, while useful in discriminating between the effects of crustal and mantle anisotropy, has notable limitations. Addition of more isotropic layers above the anisotropic layer and/or inclusion of a second anisotropic layer would help refine these results and conclusions. Perhaps these data can be reanalyzed at some point using one of the several finite-element CSEM modeling codes presently under development.

Inversion of long radial tow single-component data may add greater sensitivity to the thickness of the anisotropic upper mantle layer, and help stabilize the inversion. As it is, however, inversions of only 9 source-receiver geometries (the circular tow bins) for 2 or 3 model parameters takes a full 24 hours on a Mac with dual-G5 processors. The model study presented in chapter 4 has narrowed the family of models of interest, however, so the effort of running more time-consuming inversions is now more justifiable.
An assumption made in modeling the diffusion of EM energy through the seafloor was that magnetic permeability is small enough to be treated as the free-space value everywhere. That is often true, but if magnetite is the conductive phase responsible for these observations, perhaps the effect of its significant permeability value should be investigated. Horizontal magnetic field polarization ellipse parameters measured at the center of a circular tow may follow an anisotropic pattern if the permeability effect is great enough; these data would provide additional constraints for the earth model.

Any future CSEM experiments of this sort should be run at multiple frequencies, some lower than the 4 Hz used here. Doing so will increase maximum depth of sensitivity and add depth resolution to the data from a single circular tow. Multiple complete concentric circular tows of different radii would help differentiate between crustal and mantle anisotropy – these were part of the original cruise plan for APPLE, but stormy weather and a late arrival of the R/V Thompson at the onset forced economization.

It is possible that phase data will be non-paradoxical. That is, for the circular tow, phase may be a function of the propagation path, as opposed to the plane of phasor oscillation. Modeling has not been done to investigate anisotropic patterns in the phase data, since absolute phase data was not available, nor was relative phase data between instruments in a straight line from the transmitter. For future experiments of this sort, it is worth investigating.

This experiment should be repeated in different locations to determine how typical these results are. Comparing results from seafloor locations both with and without skewed magnetic anomalies will test the theory that mantle serpentinization affects magnetic anomaly data. Comparing results along a track from spreading center to subduction zone will provide insight about fault growth in the lithosphere and help constrain the volatile content of subducting slabs.
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